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ABSTRACT

Use of observational measures to monitor preschool quality is growing rapidly. Although a large body
of research has examined the validity of classroom observation tools within the context of researcher-
conducted studies, little research to date has examined the extent to which the observations conducted
as a part of state accountability efforts correspond to observations collected by research teams. This
paper examines the degree of agreement between local and research rater teams using an observational
measure of preschool classroom quality. It also explores the extent to which ratings predicted gains in
children’s literacy, math, and self-regulation skills. Local ratings were conducted as a part of Louisiana's
quality rating and improvement system. Both rating teams observed 85 classrooms offering publicly
funded preschool programs using the Pre-K CLASS, and 820 children from these classrooms (average
age=52.6 months, SD=3.6 months) were directly assessed in the fall and spring. Results indicated cor-
relations between local and research teams’ scores on corresponding domains, ranging from r=.21 to
.43. Both teams’ scores were significantly but modestly related to children’s learning gains, although pat-
terns of association differed. Results are discussed in the context of policies that require observational

measures at scale.

© 2018 Elsevier Inc. All rights reserved.

Early childhood education (ECE) programs can yield short and
long-term benefits for children (Phillips et al., 2017). However,
many children in the United States attend ECE programs that do
not offer high quality environments (Burchinal, Vandergrift, Pianta,
& Mashburn, 2010; Dowsett, Huston, Imes, & Gennerian, 2008).
Lower-quality programs are less likely to benefit children in terms
of developing school readiness skills than are higher-quality pro-
grams (Karoly, 2014; Sabol & Pianta, 2014, 2015). This has led
to substantial public investments in improving ECE quality. Early
childhood accountability systems have become one increasingly
prominent policy lever. Spurred by Federal funding from the Race
to the Top Early Learning Challenge, today nearly all states have
developed and are expanding Quality Rating and Improvement Sys-
tems (QRIS; The Build Initiative and Child Trends, 2016). QRIS are
accountability systems, typically administered at the state level
that define quality benchmarks for ECE programs and seek to
improve quality both through supports and incentives for programs
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and by providing parents with information about ECE program
quality, to help them make informed choices.

[tis notyet clear whether publicinvestments in QRIS are leading
to meaningful system-wide improvements in ECE program quality.
One concern is that the rapid design and rollout of states’ QRIS sys-
tems has outpaced the research base around accurately measuring
quality. In order to lead to quality improvements - and, ultimately,
better child outcomes - QRIS must begin by accurately measuring
the features of program quality that affect child learning (Cannon,
Zellman, Karoly & Schwartz, 2017).

However, despite decades of research on efforts to measure
quality in ECE settings, many questions remain about how to do
this accurately at scale (Burchinal, 2017). For instance, most states
include classroom observations as a component of their QRIS (The
Build Initiative and Child Trends, 2016), in part because a large body
of evidence demonstrates positive, though modest, associations
between these classroom observations and children’s learning.
However, there is relatively little evidence about the use of class-
room observations at scale for policy applications like QRIS (Goffin
& Barnett, 2015). It is not yet clear whether measures of classroom
quality collected as a part of large-scale policy initiatives capture
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child outcomes as well as do measures collected by researcher-
based teams, especially when quality ratings are tied to stakes.

Given the United States’ growing investments in classroom
observations, which can be costly and time-consuming to collect,
it is important to address this gap. Using data from Louisiana,
we compare classroom observations collected by local raters to
observations conducted by independent data collectors using a
standard research protocol. Both teams observed classrooms using
the Classroom Assessment Scoring System (CLASS), a widely used
measure of teacher-child interactions (Pianta, La Paro, & Hamre,
2008). Their approaches differed, however, in that the research
team observed each classroom more frequently, and was also more
explicitly focused on strategies to ensure rater reliability. The goal
of this study is to assess to what extent the observations conducted
according to these different approaches lead to similar conclusions
about program quality. The results of this exploratory analysis raise
considerations for policy makers determining how to include class-
room observations into accountability systems.

1. QRIS & efforts to measure and improve quality at scale

By articulating a clear definition of quality, measuring programs’
performance relative to that definition, and providing programs
with incentives and supports, QRIS aim to create a culture of
improvement (Goffin & Barnett, 2015; Zellman, Perlman, Le, &
Setodji, 2008). Because QRIS are relatively new and because in many
states they are not implemented at scale, there has not yet been
research on the effects of these accountability systems on children’s
learning.

Several studies do provide encouraging evidence that QRIS can
foster program-level changes. For instance, one small randomized
control trial in Washington State demonstrated that programs par-
ticipating in a QRIS with coaching supports demonstrated increases
in quality as measured using a widely used observational tool
(Boller et al., 2015). A recent study of North Carolina’s QRIS sys-
tem found that quasi-random assignment to a lower quality rating
led programs to make notable improvements on a multi-faceted
measure of classroom quality (Bassok, Dee, & Latham, 2017).

These studies suggest that at least in some contexts, ECE pro-
grams are responsive to the incentives and supports embedded in
QRIS. However, for QRISs to foster meaningful change, it must be
the case that they define and measure quality in a way thatis closely
aligned with children’s development.

Most QRIS rate programs based on a complex set of factors
including structural features (e.g. class size, ratios, teacher creden-
tials), classroom observations (e.g. using Classroom Assessment
Scoring System (CLASS; Pianta et al., 2008) or the Early Child-
hood Environment Rating Scales (ECERS; Harms, Clifford, & Cryer,
1998)), and a host of other measures (e.g. family engagement,
administration and business practices, measures of curriculum and
assessment use, etc.). States typically use some formula to com-
bine these disparate metrics into a single quality rating, which is
typically broken into 3-5 quality levels. Programs scoring above
high-level thresholds are publicly recognized as high quality pro-
grams in ways that are intended to drive greater enrollment. They
often also receive fiscal rewards. Programs scoring at very low lev-
els may receive additional professional development and/or have
more punitive sanctions such as a reduction in subsidies.

Ensuring alignment between quality ratings and child outcomes
is so central to the QRIS theory of change that, to date, the vast
majority of QRIS research has focused on rating validation (Goffin
& Barnett, 2015). Existing research suggests that many of the indi-
vidual metrics included in QRIS are weak predictors of children’s
learning in ECE settings (Early, Maxwell, Ponder, & Pan, 2017;
Mashburn et al., 2008) and that they are not systematically related

to child outcomes when grouped together and used to create pro-
gram ratings (Sabol, Hong, Pianta, & Burchinal, 2013). Further, a
growing body of QRIS validation studies has generally found no
or inconsistent associations between QRIS ratings and children’s
outcomes (Cannon et al., 2017; Karoly, 2014).

Across 15 recent reports, four found no differences by QRIS
rating (Sirinides, 2010; Tout et al., 2010; Tout, Starr, Albertson-
Junkans, Soli, & Quinn, 2011; Zellman et al,, 2008), and the rest
found small, non-linear associations, that are typically significant
for just one skill domain (e.g. Elicker, Langhill, Ruprecht, Lewsader,
& Anderson, 2011; Sirinides, Fantuzzo, LeBoeuf, Barghaus, &
Fink, 2015; Soderberg, Joseph, Stull, & Hassairi, 2016; Thornburg,
Mayfield, Hawks, & Fuger, 2009; Tout et al., 2016).

This lack of predictive validity is a serious threat to the utility of
QRIS, and has led to calls for new ways of measuring quality in ECE
settings, especially at scale (Burchinal, 2017; Cannon et al., 2017;
Karoly, 2014). These calls have focused on the need to simplify
quality ratings by focusing on fewer measures that have consis-
tent, demonstrable links with children’s learning (Sabol et al., 2013;
Sabol & Pianta, 2015).

2. Classroom observations as a tool for quality
measurement

One potentially promising quality measure for large-scale
accountability systems is the CLASS, a widely used observational
measure of teacher—child interactions that assesses effective inter-
actions across ten dimensions divided into three broad domains:
Emotional Support, Classroom Organization, and Instructional Sup-
port (Pianta et al.,, 2008). Currently 45% of QRIS systems use
the CLASS (The Build Initiative and Child Trends, 2014) and it is
also included in Head Start’s monitoring system, the Designation
Renewal System (DRS; Administration of Children and Families
(ACF), 2011). A substantial research base shows a positive relation-
ship between CLASS scores and gains in child outcomes, although
these relationships are typically small.

For instance, research using the CLASS indicates that when
teachers offer warm, supportive, and responsive interactions, chil-
dren develop stronger social and emotional skills (e.g., Johnson,
Seidenfeld, Izard, & Kobak, 2013). Children in classrooms with
strong behavior management and classroom organization demon-
strate stronger growth in self-regulation skills (Rimm-Kaufman,
Curby, Grimm, Nathanson, & Brock, 2009). Further, teachers’ daily
provision of cognitively stimulating instruction and conversation
appears to be a critical ingredient in fostering academic learning
(e.g., Howes et al., 2008). Most compellingly, a recent experiment
that randomized children to classrooms within schools showed
that young children make greater gains in language, math, and
executive functioning skills in classrooms where teachers were
more highly rated on the CLASS (Araujo, Carneiro, Cruz-Aguayo,
& Schady, 2016).

Although the positive relationship between CLASS and various
child outcomes has been documented widely - and has moti-
vated many states to include the measure in their QRIS - many
questions about the role of CLASS within large-scale accountabil-
ity remain. First, the associations between CLASS scores and child
outcomes tend to be modest. Araujo et al. (2016) found that a stan-
dard deviation increase on the CLASS was associated with .07-.11
standard deviation increases in child outcomes; Keys et al. (2013)
used meta-analytic techniques across multiple studies using var-
ious observation measures of quality, including the CLASS, and
found anaverage standardized main effect of .05 on child outcomes.
This is not a problem unique to CLASS, however; as a field, we do
not yet have measures of quality that are systematically related to
moderate or large increases in child outcomes. Still, the relatively
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small associations between CLASS scores and child outcomes may
raise concerns about the utility of the tool in the policy arena, espe-
cially given the time and resources needed to collect classroom
observations (Keys et al., 2013).

Second, the research studies that validated the CLASS used
researcher-trained raters who typically observed classrooms mul-
tiple times and received substantial support to maintain their
reliability after initially passing the test. These supports include
calibration sessions, during which raters code and discuss addi-
tional master coded video, as well as double-coding a subset of
observations with a coding partner and then debriefing on any dis-
crepancies that arise. Although the CLASS authors recommend a
minimum of four CLASS cycles on asingle day of observation (Pianta
et al., 2008), research teams often go beyond this collecting multi-
ple days of observation in order to obtain as stable an estimate as
possible.

These efforts to ensure the validity of quality measures are
important in light of a growing body of research highlighting
measurement challenges related to classroom observations. For
instance, several recent papers have called attention to the sig-
nificant rater effects present in these systems (Gargani & Strong,
2014; Mashburn, Downer, Rivers, Brackett, & Martinez, 2014). In
one study using the CLASS in elementary schools, rater effects
explained between 4% (Classroom Organization factor) and 18%
(Instructional Support) of the variance in scores. These studies also
demonstrated substantial variability in CLASS scores from day to
day or even observation cycle to observation cycle within a single
classroom (Gargani & Strong, 2014; Mashburn et al., 2014). These
studies echo a much larger body of research demonstrating sim-
ilar challenges reliably classroom quality through observations in
the K-12 sector (Hill, Charalambos, & Kraft, 2012; Ho & Kane, 2013;
Kane & Staiger, 2012).

In a scaled-up policy context, getting quality measures “right”
may be doubly important given the increasingly “high-stakes” con-
text in which QRIS ratings are publicized and oftentimes tied to
monetary incentives. However, the same emphasis on reliability,
calibration, double-coding and multiple visits that has been com-
mon in research may not be as feasible in this context, due to costs
or other constraints.

To date there has been little research comparing observations
conducted by researcher-trained observation teams with those col-
lected in practice in large-scale initiatives. One notable exception
is Derrick-Mills et al. (2016) which did so in the context of Head
Start’s DRS.

The DRS uses CLASS scores and administrative data to iden-
tify underperforming programs and requires those programs to
re-compete for their funding. Researchers compared DRS coders’
CLASS scores with CLASS scores collected independently by the
research team. CLASS scores assigned by the DRS coders tended to
be significantly higher than those assigned by the research team,
and correlations between the two teams’ domain scores were small
to moderate, ranging from r=.04 to .53. These findings underscore
concerns about the use of observational measures for monitoring
in scaled-up settings.

3. Quality rating and improvement system in Louisiana

Louisiana provides a unique opportunity to explore the use
of CLASS within a large-scale accountability system because all
publicly funded ECE programs, including Head Start, state pre-
kindergarten and subsidized child care must participate in the QRIS.
Every toddler and pre-k classroom in every publicly funded ECE
program is now observed in person using the CLASS at least twice a
year. In addition, Louisiana’s early childhood accountability system
has all the defining components of a QRIS, including quality ratings

and financial incentives for programs, supports for improvement,
and public information campaigns for parents. Unlike other states,
where observational measures of quality are one of a host of qual-
ity measures included in the QRIS, in Louisiana, CLASS observations
are the only quality measure that is currently used to calculate pro-
gram ratings. For this reason, the accuracy of the CLASS measures
in Louisiana is particularly important.

CLASS observations are coordinated and collected separately in
each Community Network, which is typically a group of all the
publicly funded early childhood programs in a particular parish
(similar to a county) that is coordinated by a single lead agency
(e.g. a school district). The state provides funding to lead agen-
cies to conduct CLASS observations and requires that all observers
attend a CLASS training and pass the certification test. In the year
the current study was conducted, all local networks were asked
to aim for two days of observation per classroom and to collect
four observation cycles each day. Beyond that, local networks have
substantial flexibility with respect to the ways in which they pro-
vide ongoing support to raters. Louisiana rating system provides
four quality categories, which correspond to ranges of CLASS scores.
These categories, rather than the underlying CLASS scores, are the
consequential component of their accountability system.

4. Current study

The goal of this study was to assess the extent to which
classroom observations conducted “at scale” by local observers cor-
respond to those conducted by independent data collectors using
a standard research protocol. To our knowledge, it is the first study
to compare local and researcher observations of the same class-
rooms. The fairness and ultimate impact of QRIS depends upon
whether the assumption that the observation methods used in the
field are as reliable and valid as those collected for research studies
is supported, making this an important area for research.

We explored three related research questions. First, to what
extent are classrooms' averaged CLASS scores from local and
research-trained teams associated with each other? To address this
questionwe examined correlations and mean differences across the
teams’ scores. Second, we asked to what extent programs’ rating
(e.g. unsatisfactory, approaching proficient, proficient, and excel-
lent) differed depending on the rater type to assess whether the
two types of raters would lead to different category placement.
Finally, we asked whether observations conducted by local and
research-trained teams predict child outcomes to the same extent.

Without strong prior research in this area, these questions were
largely exploratory. We hypothesized low to moderate correlations
across the coding teams and moderate agreement on QRIS catego-
rization. We based this hypothesis on the fact that the rater teams
were in classrooms on different days and received different types
of support to maintain reliability. In predicting to child outcomes,
we expected the research team would show stronger associations
than the local raters due to their conducting more days of obser-
vation per classroom and receiving a higher level of support from
experienced CLASS coders.

5. Methods
5.1. Participants

Primary data occurred during the 2014-2015 school year,
when Louisiana was piloting their new accountability system.
Our study included 90 programs from five Louisiana parishes,
with one classroom serving primarily four-year-olds randomly
selected from each program. At the end of the academic year, the
Louisiana Department of Education provided the research team
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Table 1
Participant characteristics.

Percent Mean SD

Teachers

Female (n=85) 08.4

Race/ethnicity (n=384)
White 541
Black/African American 41.2
Hispanic 2.4
Other ethnicities 23

Education (n=83)

Associate’s degree 4.7
Bachelor’s degree 412
Bachelor’s degree plus additional coursework 22.4
Master's degree 212
Beyond a Master’s 4.7
Other 4.7
Years experience (n=_84) 95 8.9
Children
Female (n=812) 49.6
Age (months) (n=812) 52.6 3.6
Race/ethnicity? (n=673)
White 20.8
Black/African American 70.4
Hispanic 2.7
Other ethnicities 6.1
Family income? (n=568)
$25,000 or less 67.4
$25,001-55,000 239
$55,001 or more 8.6
Parent education? (n=657)
No high school diploma 14
Diploma or GED 13
Some college, no degree 30.9
Associate’s degree 113
Bachelor’s degree or higher 13.2

3 Available for children whose parents completed demographic items on a parent
questionnaire,

with CLASS data from the local coding teams. Local coders vis-
ited 85 of the 90 classrooms observed by the research coding
team; we limit the current analysis to those 85 classrooms. The
classrooms were located in public schools (45.9%), private child-
care centers (12.9%), Head Start centers (18.8%), public charter
schools (11.8%), and private schools and centers receiving local
subsidies (10.6%). Directors reported that their programs served
diverse student populations, with an average of 73.6% black/African
American students (SD=32.7%, min = 0%, max=100%), 26.1% white
students (SD =34.1%, min=0%, max =100%), and 3.6% Hispanic stu-
dents (SD=9.0%, min =0%, max=55.3%). All children who were four
years of age and had no IEP (except for IEPs related to language
delays) were eligible to participate. The child sample included
820 predominantly low-income four-year-old children who were
assessed in both the fall and spring. Teacher and child demographic
characteristics are presented in Table 1.

5.2. Measures

Classrooms were observed using the CLASS (Pianta et al., 2008).
The CLASS is coded in multiple 30 min cycles which include 20 min
toobserve and record classroom interactions and 10 min to code the
CLASS dimensions; codes from each cycle are averaged together to
arrive at a single set of classroom scores. Dimensions are coded on
a seven-point scale with detailed behavioral descriptors of inter-
actions at the low (1-2), mid (3-5), and high (6-7) ranges of
effectiveness. Fifteen percent of observations conducted by the
research coding team were double-coded by two data collectors.

Intraclass correlations indicated high levels of agreement between
coders (Emotional Support, ICC=.812; Classroom Organization,
ICC=.878, Instructional Support, ICC=.883, total score, ICC=.902).
Internal consistency estimates were strong across both rater teams,
with Cronbach'’s alphas ranging from .77 to .96.

Children were directly assessed using tests of language, liter-
acy, math, and executive functions. The Peabody Picture Vocabulary
Test-4th edition (PPVT-1V) was used to measure children’s recep-
tive vocabulary skills (Dunn & Dunn, 2007). Children are shown
four pictures and are asked to identify the picture that corresponds
to a word stated by the tester. The psychometric properties of the
PPVT-IV are well established, with evidence for strong reliability
and validity (Dunn & Dunn, 2013).

The Woodcock-Johnson III Tests of Achievement (W]-III;
Woodcock, McGrew, & Mather, 2001)is a widely used achievement
battery that can be used with individuals from age 2 to adult-
hood. This study used three subtests: Picture Vocabulary, which
measures expressive vocabulary, and Applied Problems and Quan-
titative Concepts, which measure math knowledge and reasoning,
including problem solving, analysis, and vocabulary. The WJ-III has
high split-half reliabilities and shows strong concurrent validity
with other tests of achievement (Schrank, McGrew, & Woodcock,
2001).

The Test of Preschool Early Literacy (TOPEL; Lonigan, Wagner,
Torgesen,& Rashotte, 2007) is an assessment battery designed to
assess preschool children’s emergent literacy skills. Two of the
three TOPEL subtests were used in the assessment battery: the
Phonological Awareness subtest, which assesses word elision and
blending ability, and the Print Knowledge, which assesses chil-
dren’s knowledge of the alphabet, written language conventions,
and writing form. TOPEL subtests have shown good internal con-
sistency (Cronbach’s alphas ranging from.78 to.89) and concurrent
validity ranging from .41 to .43 (Lonigan, Keller, & Phillips, 2004).

Children’s executive functions were assessed using two tasks.
The Pencil Tap test measures inhibitory control and asks children
to tap a pencil once when the assessor taps twice, and vice versa
(Smith-Donald, Raver, Hayes, & Richardson, 2007). The Head Toes
Knees Shoulders task (HTKS; Ponitz et al., 2008) is a measure of
inhibitory control, working memory, and attention, in which the
child must do the opposite of what the assessor says (e.g., touch
their head when the assessor says “Touch your toes”). Both tasks
have been widely used to assess preschool children (Smith-Donald
et al., 2007; Ponitz et al., 2008).

5.3. Procedure

In collaboration with the state department of education, the
research team selected five Louisiana parishes to participate in the
study that captured the geographic and demographic diversity of
the state. The Department of Education provided the research team
with a list of all preschool programs receiving public funds in each
of the five parishes, from which the researchers randomly selected
90 programs, stratified by parish and program type. Ten programs
declined to participate and were replaced, with 6-36 programs per
parish (the number of programs per parish was determined based
on the size of the parish) and program acceptance rates by parish
ranging from 84 to 100%.

Within each program, all teachers of classrooms serving primar-
ily four-year-olds and typically developing children were randomly
ordered and the first teacher from each program was contacted. Six
teachers declined to participate or were later found to be ineligible
because their classrooms were not serving a majority of typically
developing four-year-olds, so the next eligible teacher on the ran-
domized list was contacted. If there were no other eligible teachers
at the program, the program was dropped and another program
was contacted as a replacement. Four teachers left their classrooms
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during the year and were replaced with the teacher who took over
teaching responsibilities for that classroom.

All research and local raters completed the Teachstone CLASS
Observation Training and passed the reliability test with a mini-
mum score of 80% agreement within one point of master codes.
The research coding team was required to complete one day of live
coding practice with an experienced coder, two calibration sessions
during data collection, and frequent double-coding and debrief ses-
sions with fellow raters that comprised 15% of observations. The
research coding team did not personally know the teachers that
they observed outside of the context of the research study and were
not involved in Louisiana’s QRIS initiative.

Parishes varied in their approaches to supporting local raters. As
a part of this study, we worked with LDOE to determine parishes’
training and calibration procedures. Three parishes reported that
they did some proportion of double coding, and four of the five
reported that raters sometimes, often, or almost always knew the
teachers they observed. The research coding team visited each
classroom an average of 3.94 times (SD=.28); local raters visited
an average of 1.47 times (SD=.59). Both teams coded four CLASS
cycles per visit. Internal consistency estimates were strong across
both coding teams, with Cronbach’s alphas ranging from .77 to .96.

Direct assessments were completed by the research team data
collectors in the fall and spring after a two-day in-depth train-
ing. Children were assessed individually in a single session lasting
approximately 45 min in a quiet location outside of the classroom,
as free from distractions as possible.

5.4. Analytic approach

We mirror Louisiana’s process for calculating QRIS by averag-
ing CLASS scores for each team across cycles and days to arrive at
a single score per classroom per team. Louisiana’s QRIS currently
uses the following cut points for the CLASS total score to categorize
programs: Unsatisfactory: 1-2.99; Approaching Proficient: 3-4.49;
Proficient: 4.50-5.99; Excellent: 6-7. We used the same cut points
to compare alignment across raters.

To analyze the child assessment data, we used MPlus to con-
struct latent variables representing fall and spring math, literacy
(including language scores), and executive functions. We also
tested an overall composite of child achievement with all assess-
ments loaded onto single fall and spring factors. Separate models
were run for each outcome measure, first using the local CLASS
scores, and then again using the researchers’ CLASS scores. We pre-
dicted spring achievement controlling for fall scores and clustering
standard errors at the classroom level and used the Wald test to
determine whether the strength of associations was stronger for
one team than the other.

6. Results

6.1. Associations between local and research-trained coders’
CLASS scores

6.1.1. Means

Domain and total score means from each coding team are pre-
sented in Table 2.

Paired samples t-tests suggested that Total CLASS scores were
higher among local raters compared to the research team (p=.01).
Local raters’ Instructional Support scores were roughly three quar-
ters of a point higher than the research team’s (p<.001). For
Classroom Organization and Emotional Support, there were no
statistically significant differences between how local raters and
the research team coded classrooms. Notably, local raters showed
greater variability in their scores compared with the research team

Table 2
CLASS score means and standard deviations (n=85).

Local raters Research team raters

Mean Std.dev Min Max Mean Std.dev Min Max

Emotional Sup. 578 .68 3.00 7.00 572 .61 3.63 6.78
Classroom Org. 532 82 275 6.92 543 75 2.81 6.78
Instructional Sup. 3.73  1.19 142 646 297 86 133 619 ™
Total score 494 80 273 665 471 66 262 655
" p<.0l1.

™ p<.001.

Table 3

Correlations between domain and total scores across coding teams (n=85).

Local raters Research team

ES CO IS Total ES CO IS Total

Local raters ES -

co a7 -

IS 64 65 -

Total .87 .89 .90 -
Research team ES 27 35 17 29 -

co 24 43 30 36 82 -
IS 29 .38 .21 32 69 56 -
Total 30 .44 .26 36 .92 89 87 -

Note: All correlations are statistically different from zero with p<.05 except
the correlation between the Research Team Emotional Support and Local Rater
Instructional Support which has a p=.11. ES=Emotional Support; CO=_Classroom
Organization; IS = Instructional Support; Total =Total CLASS Score.

(SDs ranged from .68 to 1.19 for the local raters, and .61-.86 for the
research team raters).

6.1.2. Correlations

Domain and total score correlations across teams are presented
in Table 3. Within each coding team, domain scores were mod-
erately to highly correlated with each other, ranging from r=.56
to r=.82 for the research team and r=.64 to r=.77 for the local
raters. Across coding teams, correlations of domain scores were
lower but were significantly correlated with one exception: the
correlation between the research team'’s Emotional Support and
the local raters’ Instructional Support did not reach significance
(r=.17,p=.11). Overall CLASS scores were correlated at r=.36. The
remaining correlations ranged from r=.21 to r=.43.

6.2. Agreement on program ratings

CLASS total scores from both rater teams were divided into qual-
ity categories using the Louisiana QRIS cut points (Table 4). Results
indicated that 55.3% of classrooms placed into the same category by
both teams (Chi-squared statistic=22.5, p-value<.01). In approxi-
mately 27% of classrooms the local team rated the classroom in a
higher category than the research team; the reverse was the case
in 18% of classrooms. The lowest agreement was in the highest
and lowest categories. Local coders categorized three programs as
“Unsatisfactory,” research coders categorized two, and there was
overlap on one program. There was no agreement on membership
in the “Excellent” category; local coders placed seven classrooms
in the “Excellent” category and the research team placed two, but
no classroom was rated “Excellent” by both.

6.3. Prediction to child gains

Results from regression analyses predicting child learning out-
comes are presented in Table 5. Both teams’ CLASS scores showed
significant prediction to some child gains. However, the pattern of
significance differed. For the local raters, Classroom Organization
and Instructional Support were significantly associated with chil-
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Table 4
QRIS category frequencies and agreement across raters (n=85).
Research Team
. Approaching .
Unsatisfactory . Proficient Excellent | Total
Proficient
Cu't 1-2.99 3-449 450-599 |6-7
points
Unsatisfactor ! “ 0 0 3
y (1.2%) (2.4%) (0%) (0%) (3.5%)
Approaching | 1 3 11 0 17
Local | Proficient (1.2%) (5.9%) (12.9%) (0%) (20.0%)
Coders ) 0 15 41 2 58
Proficient
(0%) (17.65%) (48.2%) (2.4%) (68.2%)
Excellent 0 “ ? 9 :
(0%) (0%) (8.2%) (0%) (8.2%)
2 22 59 2 85
Total
(2.4%) 25.9%) (69.4%) (2.4%) (100%)

Chi-squared statistic=22.51, p-value =.007.

Note: Percentages represent the percent of the total that falls into each cell. Categories are based on the cut points chosen for Louisiana's accountability system.

Table 5
Associations between ratings and child achievement gains (n=820).
Executive Achievement
Local Raters Math Literacy Function Average
. .065 063 045 057

Emotional Sup.  ['(046) (.039) (.061) (.041)

110 * 093 * 083 092 *
Classroom Org.  ['(,050) (037) (.052) (.043)

_ 177 o .105 x 107 [* 137 [+

Instructional Sup. [(047) (.040) (.051) (.042)

139 *# .100 * 091 112 *
CLABS TRl [gugy (040 (055) (043
Research Team

] .078 004 123 ** 049

Emotional Sup.  [(045) (.033) (.043) (.039)

177 i 067 I 129 [
Classroom Org.  [(048) (.033) (.042) (.041)

_ .004 -.017 017 -.013

Instructional Sup. [(047) (.031) (.042) (.037)

.091 * 016 109 [ * 056
CGlass okl (.044) (032) (.043) (.038)

Note: *p<.,05; *p<.01; **p<.,001. Shaded cells reflect coefficients that are significantly different for the research team compared to the local raters,

dren’s math, literacy, and achievement average gains. Only local
raters’ Instructional Support scores were associated with gains in
executive functions. For the research team, Classroom Organiza-
tion predicted math, executive functions, and average achievement
gains. Emotional Support predicted only executive functions, and
Instructional Support scores were not associated with any of the
child outcomes. For both groups we observed that the CLASS total
score, which is oftentimes the relevant measure in monitoring
and accountability systems, was associated with children’s learn-
ing gains. For the local raters, this measure was positively linked

to math, literacy and average achievement gains. For the research
group, the total score was significantly related to math and execu-
tive function gains.

Overall, for 10 of the 16 relationships considered, the coeffi-
cients were not statistically distinguishable across the two groups.
There were 6 cases where the coefficients did diverge, 4 of which
suggested a stronger association for the local team and 2 suggesting
a stronger association for the research team. Specifically, associa-
tions between Instructional Support and child outcomes tended to
be stronger for the local raters, while Classroom Organization asso-
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ciations were stronger for the research team. Notably, across teams,
the standardized effects tended to be small in magnitude, with the
largest at.177.

7. Discussion

With the rapid expansion of QRIS nationwide, and the increas-
ing use of observational measures within them, there is a need for
research that can guide decision-making in ways that help ensure
the fairness, reliability, and accuracy of data (Lahti, Elicker, Zellman,
& Fiene, 2015). The use of local observers to conduct classroom
observations offers several notable potential benefits (e.g., saving
money, gaining local buy-in), but their use may also create unin-
tended consequences if they produce biased or unreliable scores.
The goal of this paper was not only to examine similarities but
also to find any differences between classroom ratings based on
local observations and those based on observations conducted by a
research team. To address this question, we examined correlations
and mean differences across the teams’ scores. Second, we asked to
what extent programs’ rating (e.g. unsatisfactory, approaching pro-
ficient, proficient, and excellent) differed depending on the rater
type to assess whether the two types of raters would lead to dif-
ferent category placement. Finally, we asked whether observations
conducted by local and research-trained teams predict child out-
comes to the same extent.

The results provide a mixed picture. On one hand, the average
CLASS scores from the local and research observers were statisti-
cally indistinguishable for two of the three domains - Emotional
Support and Classroom Organization. The pattern of correlations
suggests that the two teams were broadly tapping into a common
set of behaviors and interactions in assigning codes. On the other
hand, local raters gave programs systematically higher ratings on
Instructional Support, and in turn the overall scores from the local
raters were somewhat higher and more variable.

The correlations across teams were smaller than would be
expected. For context, correlations between the research teams’
domain scores on double-coded cycles were r=.66 (Emotional
Support),.76 (Classroom Organization), and .75 (Instructional Sup-
port), while the cross-team correlations were .27, .43, and .21,
respectively. Importantly, the double-coded data were from two
observers coding the same 20 min side-by-side while the cross-
team ones were from observations on different days. Our low
cross-team correlations are similar to the cross-team correlations
found in the Head Start DRS evaluation, which had a range from
r=.04 to r=.53 (note that they examined correlations within pro-
grams above and below the DRS threshold and found stronger
associations above the threshold; Derrick-Mills et al., 2016). Still,
the relatively small associations could be a cause for concern and
highlight the need for more study.

From a policy perspective, the most notable divergence was
that nearly half of classrooms were put into different QRIS cate-
gories, and there was no concordance in the highest rating category.
Notably, assigning the scores that landed classrooms in these
“extreme” categories was very uncommon for both rater teams -
and is uncommon in practice, as well (Ho & Kane, 2013). Given
these low rates, as well as the small number of classrooms exam-
ined in this study, the lack of alighment across rating team on
the lowest and highest categories should be viewed cautiously.
Still, it is worth noting that this pattern mirrors results from a
recent evaluation of the Head Start DRS, which found that programs
recommended for sanctions under the DRS system - recommenda-
tions that were made largely based on CLASS scores — did not differ
significantly from other programs on the CLASS when CLASS data
were drawn from research team observations (Derrick-Mills et al.,
2016). In other words, external observers found no significant dif-

ferences between programs above and below the thresholds set by
the Office for Children, despite the fact that the thresholds were
highly consequential for programs.

Like the current study, the Head Start DRS evaluation also noted
a tendency for the monitoring team to assign higher scores than
the research team (Derrick-Mills et al., 2016). This finding is in
line, as well, with prior research on teacher evaluation in K-12,
which indicated that same-school administrators tended to assign
higher scores to classrooms compared with administrators from
other schools (Ho & Kane, 2013).

There are several possible explanations for this pattern, which
will require further research to unpack. One is that observers, who
believe that their scores are consequential may be reluctant to
assign low scores or tend to inflate the scores they assign. This
interpretation is in line with the finding from the Head Start DRS
study, in which neither team of observers knew the teachers per-
sonally, but the monitoring team was aware that their scores had
consequences for teachers and programs.

Another explanation is that observers who are more familiar
with teachers bring some of that knowledge into their coding. For
example, an observer may watch a 20-min cycle during which stu-
dents are drawing fish on a banner. A trained external observer
might watch for questions that prompt higher-order thinking, or
conversations that elicit children’s prior knowledge, and give the
cycle low Instructional Support scores if those interactions are not
present. A local coder might know that the teacher is doing a long,
project-based unit on the ocean and, therefore, see this activity
as something that taps into what the children have learned about
underwater ecosystems, and therefore assign higher codes.

This is interpretation is in line with the Ho and Kane (2013)
finding, since neither of their teams’ scores were consequential
for teachers but same-school coders still tended to assign higher
scores. Alternatively, another possible explanation for the higher
ratings among more local ratings may be that their existing rela-
tionships with teachers or administrators may make it difficult to
be impartial. More research is needed into these mechanisms to
better understand how and why this is occurring.

The current study suggests that classroom observations of
teacher-child interactions do demarcate important elements of
children’s classroom experiences. Classrooms scoring higher on
the CLASS, as assessed by either local or research raters, had
children that made greater gains across domains of develop-
ment. Thus, classrooms that receive higher CLASS ratings through
the Louisiana QRIS appear to be supporting better outcomes for
students, although substantial differences in CLASS scores were
associated with small differences in child gains. Looking at the
research team’s ratings, a difference of one standard deviation on
the CLASS was associated with child gains ranging from —.02 to
.18 standard deviations, with a median association of about .09.
This is largely in line with the results of a recent meta-analysis,
which found that classroom quality observations had an associa-
tion of .05 with children’s language outcomes, .03 on math, and a
non-significant .02 association with social skills (Keys et al., 2013).

The pattern of prediction to child outcomes differed across
the two rating teams. Most notably, although the local teams
rated classrooms significantly higher on Instructional Support than
the research team did, their scores were consistently associated
with greater achievement gains and the research team’s were not.
The research team’s ratings of Classroom Organization were more
strongly associated with gains in math and executive functions than
the local raters’ codes. These differences are not straightforward to
explain and may again require more research into the reasons that
different teams of raters code differently. The Instructional Support
findings may lend support to the idea that the local raters knew
something about teachers’ instruction that the research team did
not, leading to higher scores and stronger associations with child
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outcomes. In a sense, this would make local raters “less reliable”
since raters are explicitly trained not to consider anything outside
of the direct observation in assigning scores. It does raise inter-
esting questions about the use of local or knowledgeable raters
versus independent raters, though, where there may be tradeoffs
between reliability as we traditionally understand it and validity in
predicting scores.

8. Limitations

Several caveats about this work are worth noting. These data
were collected during a year in which Louisiana was piloting the
use of CLASS. The CLASS observations were not tied to incentives
or consequences in that year, though they currently are. This con-
text has two important implications. First, the pressure to assign
higher codes may be more pronounced when the observations are
attached to greater stakes. Second, conducting the CLASS observa-
tions was a new responsibility for lead agencies during the pilot
year. For the most part, local raters were new to the CLASS mea-
sure. Further, at that time, there were no requirements that local
community networks ensure the reliability of observations beyond
requiring the initial certification. It is worth noting that in the years
since Louisiana has put into place a number of measures to help
ensure reliability. Most importantly, the state now sends, indepen-
dent, “third-party” observers commissioned by the state to conduct
observations in classrooms at every site, and uses those third-party
observations when there is a significant divergence with local rat-
ings. The state also developed stringent guidelines for ensuring the
reliability of these third-party observers, which may improve the
accuracy of those ratings and prevent coding drift over time (I(aroly,
Zellman, & Perlman, 2013). It will be important to continue exam-
ining these issues in Louisiana as they move into a more high-stakes
version of their accountability system.

An additional set of limitations relate to the way data were col-
lected for this study. First, the sample size is small: future studies
will need to evaluate the reliability and validity of local ratings using
the full set of state observations which now include multiple CLASS
ratings from every classroom serving toddlers and preschoolers
in publicly funded early childhood programs. Second, reliability
and validity were assessed here at the classroom level and only in
classrooms primarily serving four-year-olds. Most QRIS (including
Louisiana's) assign ratings at the program level and include ratings
for infant and toddler classrooms as well.

Finally, our study compared local and researcher ratings, but did
not disentangle what factors drove differences across groups. The
two teams’ ratings likely differed for a variety of reasons including
(1) the different levels of supports and practice the teams received
to ensure reliability; (2) differences in the make-up of the teams
themselves, including education and experience; (3) the different
number of days each team observed; and the fact that (4) each team
was observing the classroom on different days (Casabianca et al.,
2013). Isolating the role of these (and other) factors is essential for
determining policy implications (Casabianca et al., 2013).

9. Conclusion

Louisiana’s decision to develop an ECE accountability system,
focused on teacher-child interactions, was motivated by existing
research that demonstrated positive (though small) associations
between CLASS scores and child outcomes, as well as research
demonstrating a lack of association between other states’ ratings
and child outcomes. The findings from the current study suggest
this approach has promise. It is also encouraging that the scores
from local raters were associated with child outcomes.

At the same time, the inconsistent alignment between coding
teams and the small associations between CLASS scores and gains
inoutcomes, suggest caution is warranted when incorporating local
observation scores into QRIS ratings. Strong data quality proce-
dures should be in place to ensure the best possible data, including
reliability testing procedures, calibration opportunities during data
collection, and frequent checks on the data to make sure scores from
different teams are well aligned. The small associations between
CLASS scores and child gains suggest that the field should con-
tinue to look for other markers of effective programs that might be
incorporated into QRIS, such as the use of evidence-based curricula
(Burchinal, 2017).

For researchers, this work highlights the need for more research
that can inform QRIS development and decision-making. There are
many new practices being included in these systems that have not
been adequately studied, and there are significant policy implica-
tions for this work. Specific to classroom observations, future work
may focus on understanding the factors that affect reliability such
as the timing of observations, the number of classroom visits, the
calibration processes in place, and how raters are assigned to class-
rooms.
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