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Accountability reform has been at the forefront of the domestic policy agenda. In 2015, the House and Senate 
passed bills to replace No Child Left Behind (NCLB). In both versions of the bill, the centerpiece of NCLB—identi-
fying failing schools through the standardized testing—remained intact. What remain in contention, however, are 
the policy levers that states use to identify and address failing schools. As states move to implement their revised 
accountability plans under the Every Student Succeeds Act (ESSA), we present new evidence on how increased 
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(pre-waiver period). Importantly, the measure describes variation in states’ accountability standards but is inde-
pendent of school and student population characteristics within each state. Using our implementation measure, 
we estimate the causal effects of increasing state accountability pressures on student reading and math perfor-
mance. Overall, we find that increased implementation stringency resulted in small improvements in eighth-grade 
math achievement but had no effects on fourth-grade math or reading outcomes. The study concludes that ratch-
eting accountability pressures alone is not enough to sustain improvements in student achievement.  
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1. INTRODUCTION 

The No Child Left Behind Act (NCLB) of 2002 gave the federal government the 

authority to hold schools accountable to uniform standards. The headline goal of NCLB was to 

make every student “proficient” in math and reading by 2014. Early impact evaluations found 

improvements in math but not in reading (Dee & Jacob, 2011; M. Wong, Steiner, & Cook, 

2015). But even in math, improvements fell far short of the goal of 100 percent proficiency. 

Today, NCLB is synonymous with the overuse of standardized testing and the limitations of top-

down, one-size approaches to education policy. In 2015, Congress replaced NCLB with the 

Every Student Succeeds Act (ESSA). ESSA maintains NCLB’s focus on annual testing in 

reading and math but devolves many responsibilities associated with school accountability to 

state and local actors. 

 Some observers argue that ESSA marks the return of state governments to American 

education policy (Burnette, 2016). It is not clear, however, that NCLB was as centralized as its 

critics imply. State governments had substantial discretion in implementing NCLB standards 

(Davidson, Reback, Rockoff, & Schwartz, 2015; Taylor, Stecher, O’Day, Naftel, & Le Floch, 

2010). They selected their own standardized tests, defined their own standards for determining 

proficiency, and set their own trajectories for reaching complete proficiency by 2014. Moreover, 

many states applied for and were granted exemptions that allowed them to declare some schools 

“proficient” even when they did not meet Annual Measurable Objectives (AMO). 

Implementation discretion introduced considerable variation in NCLB accountability stringency 

across states and over time. The same students, teachers, principals, and schools deemed 

“proficient” in one state would have been candidates for remediation or even school closure in 

another state (Wong, Wing, Martin, & Krishnamachari, 2018).  
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In this study, we examine how variations in NCLB implementation stringency affected 

student performance on the National Assessment of Educational Progress (NAEP). The NAEP is 

sometimes referred to as the “nation’s report card of what students know and can do in different 

subject areas” (NCES, 2018). To measure NCLB implementation stringency, we built a database 

of state accountability rules from 2003 to 2011 and developed an AYP Calculator, which 

determines whether a particular school would have been evaluated as “proficient” under each 

state’s rules for the year. We used the calculator to estimate the fraction of a fixed sample of 

schools that would have failed to meet Adequate Yearly Progress (AYP) standards in every state 

and year. Because they measure how each state would “treat” the same population of schools, 

these simulated failure rates provide a concrete measure of the stringency of each state’s NCLB 

implementation. Simulated stringency rates vary across states and years because of differences in 

state implementation details. Importantly, the simulated rates do not depend on the 

characteristics and realized educational outcomes of the students living in the state. We estimate 

the effects of NCLB stringency on reading and math outcomes on the NAEP using a generalized 

differences-in-differences strategy (Wing, Simon, & Bello-Gomez, 2018). Our results suggest 

that higher NLCB accountability stringency led to small but positive effects on students’ eighth-

grade math scores. These effects were largest for the lowest-performing (10th percentile) students 

and for students who were at risk of low performance (Hispanic, English-language learners, and 

students with disabilities). NCLB stringency may have had small effects on eighth-grade reading 

scores, but the estimates are sensitive to model specification. We found no evidence that 

stringency affected fourth-grade math or reading scores.  
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2. BACKGROUND 

Under NCLB, states used multiple indicators to determine whether schools met Adequate 

Yearly Progress (AYP) standards. A school “passed” AYP if all of its student subgroups met test 

participation and proficiency thresholds, and the school as a whole met Other Academic 

Indicator (OAI) standards for attendance, graduation, and other measures. A school “failed” if 

even one subgroup missed the participation or proficiency threshold, or if the school did not meet 

OAI standards. Schools may have up to eight student subgroups held accountable for 

performance. They include: five racial/ethnic groups, students from low-income families, 

students with limited English proficiency, and students with disabilities. Schools that failed to 

make AYP over the course of several consecutive years faced corrective action from the state, 

such as increased oversight, reconstitution, or closure.  

Previous quasi-experimental evaluations of NCLB took advantage of the fact that many 

states had adopted their own accountability reforms before the federal NCLB passed in 2002. 

The idea is that the federal mandate was (essentially) non-binding in states with existing 

standards and consequential in states where accountability standards were genuinely new.  

Using this approach, Dee and Jacob (2011) found that by 2007, average fourth-grade math 

achievement improved by approximately 8.21 points on the NAEP. Effects were largest for at-

risk students and students in the lowest-performing percentiles. There was also evidence of 

improvement in average eighth-grade math performance.  

Despite evidence of NCLB’s initial impact, there was tremendous variation in how the 

federal mandate was implemented by states. In many states, students performed better on their 

state’s NCLB assessments than they would on the NAEP, which suggests that some states may 

have adopted easier standards than others (McLaughlin, Bandeira de Mello, Blankenship, 
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Chaney, Esra, Hikawa, Rojas, William & Wolman, 2008). Carey (2007) found that some states 

pursued steady trajectories for reaching the 2014 performance target, while others adopted a 

more backloaded trajectory. And states applied for and were granted “exemptions” that 

effectively adjusted proficiency requirements for schools and subgroups. For example, some 

states allowed schools to construct a “confidence interval” around their AMO target so that they 

only needed to achieve a target score that was equivalent to the lower bound of the confidence 

interval. Under Safe Harbor rules, states examined school subgroup performance from the prior 

year and exempted failing schools as long as some specified fraction (e.g. 10 percent) of 

previously non-proficient students became proficient the following year. Multiyear Averaging 

rules allowed schools to adjust AMOs by averaging subgroup percent proficiency from a given 

year with proficiency performance from previous years. Some exemption policies may have 

promoted reliable and valid AYP designations, but there was controversy over the legitimacy of 

the adjustments (Rogasa, 2003).  

More recent evaluations have linked state implementation choices with school and 

student outcomes. Davidson, Reback, Rockoff, and Schwartz (2015) found that school failure 

rates correlated with whether states had confidence interval and minimum subgroup size rules. 

Wei (2012) developed a predictive model that linked state population characteristics with the 

adoption of more stringent AYP rules and studied the correlation between these predictions and 

students’ NAEP scores. She found that state NCLB stringency was associated with negative 

achievement outcomes for White and Hispanic, but not Black, students. Finally, M. Wong et al. 

(2015) constructed a measure of difficulty in the assessment chosen by each state and found that 

math test scores improved more in states that adopted rigorous exams than in states with easier 

tests.  
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These studies provide some evidence that implementation stringency may matter. But 

they generally do not attempt to summarize the overall accountability pressure created by the 

package of implementation details adopted in each state. A core question is whether schools 

under more intense accountability regimes produce greater gains in student achievement than 

schools in states with more lenient standards. This question remains relevant as states revise their 

accountability plans under ESSA.  

 

3. METHODS 

The overarching goal of our study is to measure the effects of NCLB implementation 

stringency on math and reading outcomes. The idea is easy to understand in terms of a simple 

(naïve) regression model:   

[1] !"ℎ$%&%'%()*+ = -./)0$(1%("2*+	 + 5*+	. 

In the model, 6 indexes states and ) indexes years.  !"ℎ$%&%'%()*+  is the average math or reading 

score in the state-year.  And /)0$(1%("2*+	is the difficulty of NCLB accountability standards in 

the state-year. -.	represents the incremental effect of a small increase in state accountability 

stringency on student achievement.   

The model poses two methodological challenges. First, there is no commonly accepted 

implementation measure for describing accountability stringency. State NCLB implementations 

involve multiple rules that relate in complicated ways. Previous research has focused on a single 

dimension of accountability policy (M. Wong et al., 2015) or examined multiple indicators of 

stringency in small subsets of states and years (Hamilton, Stecher, Marsh, & McCombs, 2007; 

Srikantaiah, 2009; Taylor et al., 2010).  Second, implementation stringency is likely correlated 
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with other state characteristics that determine student achievement, so estimates of the effect of 

stringency on outcomes based on the model would likely suffer from omitted variable bias.  

In this paper, we make progress on both of these challenges. We make it feasible to study 

the link between stringency and outcomes by computing simulated AYP failure rates in a fixed 

sample of schools. We use the simulated failure rates to summarize implementation stringency in 

each state over time. Because the simulated failure rates are determined for a fixed population of 

schools, they are not correlated with the characteristics of schools in the state or with changes in 

school performance in a state from year to year. To further control for possible confounding from 

unmeasured variables, we estimate the effects of NCLB stringency in a state using models that 

control for a full set of state and year fixed effects. 

 This section of the paper provides a short summary of the AYP Calculator and the 

simulated failure rates. The Methodology Appendix in Wong et al. (2018) describes the AYP 

Calculator and simulated failure rates in detail, reports our analysis of the sensitivity of the 

simulated failure rates to alternative sample specifications, and presents empirical validation 

checks of the measure.    

The AYP Calculator 

We compiled publicly available information about state accountability plans to create a 

database of all AYP rules for each state and year in the NCLB pre-waiver period from 2002-

2003 to 2010-2011.1 Our database accounts for all state AYP requirements for minimum school 

and subgroup participation rates, AMO thresholds, and other academic indicators (e.g. 

attendance, graduation, and writing and science proficiency performance). It also includes 

                                                
1 All state AYP rules were collected and coded from archived files of “State Accountability 
Plans” and “State Decision Letters” on the Department of Education Website. See the 
“Accountability Rule Database” section of the Methodology Report in Wong et al. (2018).  
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information about Confidence Intervals, Safe Harbor, Confidence Intervals Around Safe Harbor, 

Multi-Year Averages, Performance and Proficiency Indices, and modified versions of these 

rules.  

We developed an algorithm that takes school characteristics and outcomes (e.g. subgroup 

sizes and proficiency levels), applies state accountability rules, and determines whether the 

school failed to meet AYP standards in the state and year. Specifically, the algorithm classifies a 

school as passing AYP if—after applying all relevant exemptions and criteria—the school met 

the OAI school standard and all student subgroups in the school met the test participation and 

proficiency requirements. 

To get a sense of how this works, let 789:*+ and -89:*+  be the minimum thresholds for 

the participation and proficiency requirements that subgroup g must achieve in subject area m in 

school c in state s in year t. Let ;:*+ be the OAI requirement for school c in state s and year t. 

These are the “final” thresholds that prevail after the state’s exemption rules (e.g. Confidence 

Interval, Safe Harbor) have been applied.2 Next, let <.89: , <=89: , and <>9:  represent school-

specific characteristics, where <.89:  and <=89:  are the participation and proficiency rates for 

each subgroup g in subject area m in school c, and <>:  is school c’s performance on the OAI 

measure.  We focus on a fixed sample of schools, which is why there are no state or time 

subscripts associated with the school input variables. A school’s AYP status (P) in state s and 

year t is:  

[2] !:*+
? = 1A<.89: ≥ 789:*+C × 1A<=89: ≥ -89:*+C × 1[<>: ≥ ;:*+] 

                                                
2 The Methodology Appendix (Wong et al., 2018) describes how each accountability rule was 
operationalized in the Calculator. 
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In the expression, 1[.] is an indicator function that takes a value of 1 if the statement in the 

brackets is true. Thus, !:*+? = 1 if school c met all three batches of AYP requirements in state s 

and year t.  !:*+? = 0 if the school failed any of the requirements. By evaluating the expression 

using the parameters from each state and year, we are able to evaluate how the same vector of 

school attributes would be classified in each state and year in our study.  

State Stringency Scores 

In the second step, we “fed” a sample of school input characteristics through the AYP 

Calculator. The result is a school-level dataset that received 51 new variables for each year of the 

simulation. For example, !:,HI,=JJK	 indicates whether school c would have met AYP standards 

in New York state in 2005.  !*+LLLL =
.

M
∑ !:*+
:
:O.  is the proportion of schools in the fixed sample 

that would have met AYP standards in state s in year t. For ease of interpretation, we recoded !*+LLLL 

to represent the percent of schools in the fixed sample that was simulated to have failed AYP for 

the year, such that P*+LLLL = (1 − !*+LLLL) × 100. States with higher simulated AYP failure rates had 

more stringent accountability standards, and states with lower simulated failure rates had more 

lenient policies.  

Adjusting for State Test Difficulty 

One concern with the implementation measure is that it fails to capture differences in 

state test difficulty. This is problematic because prior research on NCLB implementation 

suggests that some states used easier tests for assessing student proficiency (Taylor et al., 2010). 

To incorporate test difficulty in our measure, we used NCES Reports that map state proficiency 
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thresholds onto NAEP equivalent scales for fourth- and eighth-grade students. We obtained 

NAEP equivalent cutoff scores for 2003, 2005, 2007, 2009, and 2011.3 

We used the NAEP equivalent scores to adjust the AYP Calculator so that it allowed a 

NAEP fixed sample of students and determined the proficiency status for each student by 

comparing his or her NAEP achievement score to the NAEP equivalent proficiency cutoff. For 

example, the NAEP equivalent cutoff scores for fourth-grade reading proficiency in 2007 were 

163 in Mississippi and 199 in Indiana. In our Calculator, a fourth-grade student with a reading 

score of 170 would be proficient in Mississippi but not proficient in Indiana. The procedure 

incorporates test difficulty into the stringency measure. States with more difficult test 

assessments had higher NAEP equivalent cutoffs, and states with easier tests had lower cutoffs. 

If test difficulty changed over time, changes would be reflected in the NAEP equivalence cutoffs 

and incorporated into our stringency measure. 

NAEP Fixed Sample  

 The logic of our simulated failure rate approach does not depend on the details of the 

specific fixed sample we use. We could use a sample from a single state, or a completely 

hypothetical sample. The key is to understand how each state’s AYP policies would evaluate the 

same collection of students and schools. Nevertheless, we used a nationally representative 

sample of students and schools from the 2009 NAEP survey.4  

                                                
3 See NCES NAEP State Mapping Project at: 
https://nces.ed.gov/nationsreportcard/studies/statemapping. In years where NCES-NAEP scores 
were unavailable, we interpolated using the state’s equivalent cutoffs from previous and 
subsequent years. Our final analysis includes NAEP equivalent cutoffs for every state, subject, 
and year. 
4 We used participants from the 2009 NAEP because we were able to link to prior year 
information from earlier samples of the 2005 and 2007 NAEP. Prior year information was 
important for implementing Safe Harbor and Multiyear Averaging rules in the Calculator. We 
were unable to link to prior year information from earlier NAEP samples (pre-2003).   
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In practice, the NAEP does not provide a single reading and math achievement score. 

Instead, it reports five “plausible” subject scores for each student in the sample. Thus, our fixed 

sample compared the average of five subject-specific plausible value scores on NAEP 

achievement tests to the scale equivalent cutoffs for each state and year to determine students’ 

proficiency performance.5 Because the NAEP provides information about students’ subgroup 

membership, we could calculate school subgroup performance by averaging the proficiency 

status of students identified as part of each school subgroup.  

However, determination of schools’ AYP status required additional information that was 

not included in the NAEP fixed sample. Because the NAEP includes random samples of students 

within schools, it does not have school-level information about subgroup sizes, test participation 

rates, or attendance and graduation rates. Because the Calculator requires only that we use fixed 

input characteristics, we could have in theory simulated these values. However, we used actual 

(or approximated) school information to inject realism into our simulations. Specifically, we 

used NCES School IDs to link NAEP schools with information from the Common Core Data 

(CCD) and the Barnard Columbia NCLB Data Project. The CCD provides information about 

school subgroup sizes, attendance rates, and graduation rates. The Barnard NCLB dataset 

provides information about test participation rates for most schools in the U.S.6  

                                                
5 We used input information for the fixed sample from the 2009 NAEP because we were able to 
link 24 percent of schools (N=3,831) to prior performance information for the school. This was 
needed to incorporate AYP rules such as Multiyear Averaging and Safe Harbor.  
6 The Barnard NCLB data provided test participation rates from 2002 to 2003, while our fixed 
sample includes schools from the 2008-2009 survey. Although the years from the two surveys do 
not line up, we believe they provide a reasonable approximation of schools’ actual test 
participation rates. We examined school test participation rates from California and Florida for 
2003-2004 and 2008-2009 and found that the year-to-year correlation was around 0.61 (for 
reading and math combined). Although there is some year-to-year fluctuation, the annual test 
participation rates are positively and moderately correlated over time.  
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AYP rules such as Safe Harbor, Multi-Year Averaging, and Confidence Interval around 

Safe Harbor also required one to two years of prior information about school subgroup 

performance. To obtain prior information for our fixed sample of schools, we looked at data 

from additional NAEP surveys and restricted the fixed sample to include only schools with 

performance information in earlier NAEP samples. Although this drastically reduced the number 

of NAEP schools in the fixed sample (24 percent of the 2009 NAEP sample), the consistent 

sampling design across years ensured that the remaining students and schools were 

demographically similar to NAEP students overall, and to students in the U.S. population overall 

(see Table A1 in Appendix A of Wong et al. (2018)).  

For states that included writing and science proficiency standards as other academic 

indicators, we used subgroup proficiency performance on the 2009 NAEP science assessment 

and the NAEP 2007 writing assessment. However, because there are no NAEP equivalent scale 

cutoffs for alternative subject areas, the Calculator does not account for test difficulty in subject 

areas other than reading and math.  

 The final fixed sample includes 3,831 schools, with 94,615 students who took the NAEP 

assessments in reading and math. About half the sample of students were White (51 percent), 11 

percent were Black, 23 percent were Hispanic, 43 percent were economically disadvantaged, and 

10 percent had an Individualized Education Program (IEP). One limitation of the NAEP fixed 

sample is that it includes only fourth and eighth graders, so the measure reflects accountability 

stringency only for elementary and middle school students. Sensitivity analyses indicate that our 

stringency ratings are robust to alternative specifications of the fixed sample (Wong et al., 2018). 
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Validation Analysis 

A key assumption in our study is that the AYP Calculator is able to recreate the 

procedures the states used to identify failing schools. As explained above, we were able to 

incorporate most of the discretionary implementation requirements into the Calculator directly, 

including school, subgroup, and subject requirements for test participation, test proficiency, 

attendance rates, graduation rates, and various exemption rules (e.g. Confidence Interval, Safe 

Harbor, Confidence Interval around Safe Harbor, and Multiyear Performance Averages). 

Nevertheless, a few states adopted rules that could not be easily implemented in the Calculator. 

For example, we could not include growth model requirements because we lacked longitudinal 

student data in the NAEP. And we worked with approximations of some of the more complicated 

state procedures related to performance indices, proficiency indices, modified proficiency and 

exemption rules, and/or additional academic indicator requirements for additional subject areas, 

such as science or writing.  

Table 1 categorizes states by our subjective assessment of the Calculator’s fidelity to the 

actual rules. In “high-fidelity” states, we were able to describe all of the rules for making school-

level AYP decisions and were able to apply these rules to a fixed sample of schools with suitably 

defined input characteristics. In “partial fidelity” states, we applied procedures that approximated 

states’ performance and proficiency indices, their modified and grade-span rules, and 

requirements for other subject areas. Eight of the partial fidelity states (Alaska, Arizona, 

Arkansas, Delaware, Florida, Iowa, North Carolina, and Tennessee) had accountability plans 

with growth model rules, which we could not include in the Calculator. However, state 

accountability reports show that growth model rules were inconsequential from 2003 to 2011 in 
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every state except Ohio. Thus, we list Ohio as a state where the Calculator has low coding 

fidelity.  

To empirically validate our qualitative assessment of state coding fidelity, we obtained 

data from the population of schools for a specific state and year. We then used the Calculator to 

determine the percent of schools predicted to have failed AYP. The idea here is that if our 

Calculator performs well, the predicted AYP failure rates should be identical to the state’s actual 

failure rates for the year. Because the validation process is time consuming and data intensive, 

we were not able to implement it for all states and years. Instead, we obtained data for seven 

states – California, Pennsylvania, Texas, Maryland, New York, North Carolina, and Ohio – and 

evaluated the Calculator performance for two time periods in each state (14 validation efforts in 

total).  

The scatterplot in Figure 1 recreates the simulated and reported failure rates for validation 

efforts originally published in Wong et al. (2018) (See Table B1 in the Methodology Appendix 

of Wong et al. (2018) for the exact failure rates for each state). Most observations lie close to the 

45-degree line, indicating close correspondence between the AYP Calculator and the actual 

failure rates in the state. Overall, when we were able to obtain complete information about the 

population of schools, our Calculator performs well in replicating reported AYP failure rates, 

even in the partial fidelity states where we had to rely on approximations for some rules 

(California, New York, and North Carolina). When there were substantial differences between 

our predicted and actual AYP failure rates, it was because we lacked key input information about 

schools in the state, such as attendance (North Carolina) or grade-specific data (Maryland). In 

California, we lacked information about small schools in the state. Finally, in Ohio, our predicted 

failure rate was 35 percent for 2006-2007, compared to the actual AYP failure rate of 38 percent. 
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However, after the consequential growth model rule was introduced in 2007-08, the predicted 

versus actual AYP failure rates in Ohio in 2010-11were 55 and 40 percent, respectively. As a 

result, we omit Ohio from most of our analysis.  

Effects of NCLB Implementation Stringency 

We studied the effects of NCLB implementation stringency on NAEP math and reading 

outcomes at the state-year level. The NAEP was administered to a representative random sample 

of schools and students in each state in 2005, 2007, 2009, and 2011 NAEP assessments. We 

estimated the effects using the following two-way fixed effects regression model:  

[3]  !"ℎ$%&%'%()*+ = -.ln	(PL*+W.) + <*+W.- + X* + Y+ + Z*+. 

In the model, !"ℎ$%&%'%()*+ is the average reading or math performance on NAEP in 

the state-year. ln(PL*+W.) is the log of the simulated AYP failure rate from the prior academic 

year.	X* and Y+ represent a full set of state and year fixed effects, and <*+W. is a vector of lagged 

time varying covariates that were determined prior to the NAEP outcome scores.7 -. represents 

the effect of state accountability stringency on student achievement. In the empirical analysis, we 

report estimates of -. × ln(1.01), which is approximately equal to the effect of a 1% change in 

NCLB implementation stringency on average NAEP scores. In practice, most states changed 

their stringency by close to 38 percent over the study period. To understand the magnitude of the 

stringency effects given the change in stringency in the typical state, we also report estimates of 

                                                
7 The covariates include log population size, unemployment rate, poverty rate, percent over age 
25 with a bachelor’s degree, governor’s party affiliation, student population characteristics 
(population of students enrolled in public school; percent of students who are White, Black, or 
Hispanic; percentage of students who receive free or reduced-price lunch; NAEP exclusion 
restrictions for students), and education policy factors (student-teacher ratio, expenditures per 
student). 
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-. × ln(1.38), which represents the effects of the average percent change in state accountability 

stringency from 2003 to 2011. All standard errors are clustered at the state level.  

The research design in our study assumes that—after accounting for state and year fixed 

effects—changes in state-level NCLB implementation stringency are independent of the entire 

history of unmeasured determinants of student outcomes in the state. The assumption is not 

directly testable, but we assess the sensitivity of our results to model specifications that include 

specific time trends in student achievement, as well as models that include a vector of lagged 

time-varying covariates.  

 

3. RESULTS 

Figure 2 shows national trends in NCLB stringency, AYP failure rates, and NAEP math 

and reading scores from 2003 to 2011. The top panel shows that from 2003 to 2011, the average 

simulated failure rate increased by 38 percent from 40 percent to 55 percent8. The figure also 

shows the evolution of the cross-state average of actual AYP failure rates. These rates are lower 

but follow the same general trend of the simulated failure rates. The bottom panel shows changes 

in state-average NAEP scale scores. Between 2003 and 2011, fourth and eighth graders scored 4 

to 5 points higher in math and 2 to 3 points higher in reading.  

Table 2 summarizes implementation details during the pre-waiver period, during which 

proficiency thresholds increased. In 2003, to meet AYP standards in the average state, 37 and 48 

percent of students in each subgroup had to exceed minimum proficiency standards on the 

eighth-grade reading and math assessments, respectively. By 2011, the average standard had 

                                                
8 The cross-state averages in Figure 2 mask heterogeneity across the states. Typically, the 
standard deviation of simulated failure rates across states in a given year was between 16 and 18 
percentage points. See Appendix Table A1. 
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risen to 73 percent proficiency in math and 78 percent proficiency in reading. When we adjust 

for test difficulty using the NAEP equivalent cutoffs, we find that the thresholds increased by 

only 3 to 4 scale points in fourth-grade reading and math and about 1 scale point in eighth-grade 

reading and math. Most states set the minimum subgroup size for holding schools accountable at 

40 students. And most chose attendance as the OAI for elementary schools and graduation as the 

OAI for secondary schools. 

State Implementation Stringency 

In prior analyses, we used linear regressions to form a low dimensional summary of the 

connection between specific implementation features and simulated failure rates. Table 3 

presents regression results originally presented in Wong et al. (2018). The results imply that 

higher AMO and NAEP equivalent cutoffs, the use of growth models, and smaller subgroup 

sizes are associated with higher simulated failure rates. Performance Indices, Confidence 

Intervals, Safe Harbor, and Confidence Intervals for Safe Harbor are associated with lower 

simulated failure rates. A one standard deviation change in proficiency standards (16 scale points 

on the NAEP, see descriptive table in appendix A1) accounted for a 9.44 percentage point 

increase in simulated failure rates. Adopting a performance index was associated with a decrease 

in simulated failure rates of 8 percentage points. The Confidence Interval, Safe Harbor, and 

Confidence Interval for Safe Harbor all had negative coefficients but were not statistically 

significant, perhaps because there is not much variation in the adoption of some of these rules. 

These analyses show that states’ implementation decisions did affect the stringency of the NCLB 

within their state. 
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Effects of NCLB Implementation Stringency 

Table 4 presents the results of our main impact analyses, with math results in panel A and 

reading results in panel B. Each column in both panels gives estimates of the coefficient on log 

simulated failure rates from a sequence of models. The base model includes state and year fixed 

effects. The subsequent models add covariates, state-specific linear trends, and models in which 

states are weighted by public school enrollment.  

The results suggest that more stringent NCLB implementation led to small and 

statistically significant improvements in eighth-grade math scores. Using the results from the 

model in column 6, a one percent change in state accountability stringency increased state-level 

average NAEP math scores by about 0.013 scale points. In the pre-waiver period, the average 

state increased NCLB stringency by about 38 percent. The average increase in stringency implies 

an improvement in eighth-grade math of about a half point (0.43 scale points; effect size = 0.05 

standard deviations9). We found no effects of stringency on fourth-grade math achievement.  

The estimates in panel B suggest that more stringent NCLB implementation led to small 

and statistically significant improvements in eighth-grade reading achievement. A one percent 

change in accountability stringency improved eighth-grade reading achievement by between 

0.009 and 0.026 scale points. During the pre-waiver period, the average percent change in state 

accountability stringency (38 percent) resulted in reading scale score improvements of between 

0.28 (effect size = 0.04 standard deviations) and 0.83 points (effect size = 0.12 standard 

deviations). These gains were not evident for fourth-grade reading achievement.  

 

                                                
9 Effect sizes were calculated by dividing by the standard deviations of the state-level 2003 
NAEP achievement scores (Appendix Table 3).  
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Sensitivity Tests  

 One threat to the internal validity of our analysis arises if states adopt weaker or stronger 

NCLB implementations in response to other unmeasured determinants of student outcomes. For 

example, we might be worried that NCLB implementation strategies responded to changes in 

family residential mobility patterns generated by the 2007-2009 housing crisis and recession, 

which coincided with implementation of NCLB. States may have lowered their accountability 

stringency if families of low socio-economic status moved into the state or families of high 

socio-economic status moved out.  

We examined covariate balance (in DID form) to assess whether changes in NCLB 

implementation stringency were associated with changes in state composition after accounting 

for state and year fixed effects. Specifically, we fit two-way fixed effects regressions of time-

varying state population characteristics on log simulated failure rates. The dependent variables in 

the balance regressions are measures of state population size; unemployment rate; poverty rate; 

governor’s party affiliation; percent of adults over 25 with bachelor’s degrees; public school 

enrollment; percent of Hispanic, Black, or White students; and percentage of students receiving 

free or reduced price lunch. Because the housing crisis may have affected other education 

policies that occurred concurrently with NCLB, we also looked at whether implementation 

stringency was associated with K-12 student-teacher ratios and K-12 expenditures per student. 

Finally, because critics of accountability reform have suggested that NCLB incentivized the 

exclusion of more students from testing, we examined whether implementation stringency 

resulted in higher NAEP exclusion rates by grade and subject areas.  Each row of table 5 presents 

the results from a separate regression with the same specification but a different dependent 

variable. Each model includes state fixed effects, year fixed effects, and the log simulated failure 
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rate. The table also includes the mean and standard deviation of each variable in 2002, which can 

be used to interpret the coefficient on implementation stringency in standard deviation units. 

Overall, the balancing regressions provide little evidence that within-state changes in stringency 

were associated with changes in the composition of the sample.  

We also fit event-study models that included lagged and leading values stringency scores. 

These models helped us assess whether the downstream implementation decisions were 

associated with current period student outcomes and whether stringency scores took some time 

to affect outcomes. Figure 3 plots the coefficients on the leading and lagged stringency scores. 

The top panel of Figure 3 shows that there is no evidence of anticipatory or persistent effects of 

stringency on fourth- or eight-grade math scores. However, a one percent change in 

accountability stringency had immediate effects10 of 0.03 and 0.05 points in fourth- and eighth-

grade math achievement, respectively. Both immediate effects are statistically significant.  

The pattern changes for reading outcomes. For fourth-grade reading achievement, there 

appears to be an immediate negative effect of 0.04. For eighth-grade reading achievement, scores 

improved by a statistically significant 0.03 points the year before accountability stringency 

increased. One interpretation of the eighth-grade reading effect is that it is statistically significant 

by chance: over the four outcomes, there were 24 statistical tests and no other evidence of 

anticipatory effects. Another interpretation is that schools were able to anticipate changes in 

NCLB requirements and make adjustments in instructional practice before state standards were 

actually implemented. In that case, one might consider both the stringency of AYP rules and 

anticipation of these policies as the total implementation effect. Finally, it is possible that the 

                                                
10 Here, “immediate effect” is defined as the NAEP achievement score observed in the winter or 
spring after the prior academic year.   
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anticipatory effects may signal other omitted confounders that explain changes in AYP rules and 

eighth-grade reading achievement. As a result, we interpret the implementation effects on eighth-

grade reading achievement with caution.    

Implementation Effects by Student Subgroup Status 

Table 6 shows estimates of the effects of NCLB implementation stringency on math and 

reading outcomes for key sub-populations of students. The table shows coefficient estimates 

from models with state fixed effects, year fixed effects, and time varying covariates. The results 

were similar in the other specifications, which are available on request. These models include 

state specific linear trends, and weights determined by public school enrollment. 

The subgroup effects mirror the main effects in Table 4. That is, even among different 

subgroups, more stringent NCLB implementation led to small improvements in eighth-grade 

math and possibly in eighth-grade reading achievement, but no effects on fourth-grade math or 

reading achievement. The effects on eighth-grade math achievement for Students with 

Disabilities (SWDs) and White and Free or Reduced Price Lunch (FRPL) students are 

statistically significant. The coefficients are less precisely estimated in the other sub-populations, 

but the direction of the effects is the same and the magnitude of effects is larger for Hispanics, 

English Language Learners (ELLs), and SWDs. The average increase in state implementation 

stringency during the pre-waiver period improved average eighth-grade math scores by 1.49 

scale points for ELL students (effect size = 0.17 standard deviations), 0.91 scale points for SWDs 

(effect size = 0.10 standard deviations), and 0.80 scale points for Hispanic students (effect size = 

0.09 standard deviations). In comparison, the average implementation effect was 0.33 points for 

White students (effect size = 0.04 standard deviations) and 0.44 points for FRPL students (effect 

size = 0.05 standard deviations). 
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Implementation Effects by Percentile Groups 

Table 7 examines the impact of implementation stringency at different points on the 

achievement distribution. Because schools were held accountable based on student proficiency 

status, one concern was that schools would focus their efforts on the lowest performing students. 

Table 7 shows that there were small but statistically significant effects for eighth-grade math 

achievement for all percentile groups. However, students at the lowest end of the distribution 

improved most under stringent NCLB implementation. Among students in the 10th percentile, the 

average percent increase in implementation stringency led to a 0.78 scale score improvement on 

eighth-grade math achievement (effect size = 0.09 standard deviations); among students in the 

25th percentile, implementation stringency increased math achievement by 0.50 scale points 

(effect size = 0.06 standard deviations). For students in the top half of the achievement 

distribution (50th percentile and higher), accountability stringency raised math achievement 

between 0.31 and 0.35 points (effect size = 0.04 standard deviations).  

For eighth-grade reading, the largest (and statistically significant) effect was again 

observed at the bottom of the distribution. For students in the 10th percentile, an average percent 

change in state implementation stringency increased eighth-grade reading scores by 0.55 points 

(effect size = 0.07 standard deviations). At the 25th percentile, implementation stringency raised 

eighth-grade reading achievement by 0.31 points (effect size = 0.05 standard deviations). 

However, for the top half of the achievement distribution, eighth-grade reading improvements 

were small and not statistically significant, between 0.15 and 0.22 scale points (effect sizes = 

0.02 – 0.03 standard deviations). Again, we see no evidence that implementation stringency 

improved fourth-grade reading or math achievement, regardless of location along the 

achievement distribution.  
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Implementation Effects by Math and Reading Subscales 

 Table 8 examines whether eighth-grade achievement effects were driven by gains in 

specific math and reading skills. The results imply that higher levels of implementation 

stringency led to significant improvements in algebra, measurement, math operations, and 

statistics, but not in geometry. The average percent change in implementation stringency resulted 

in approximately a half-point improvement in all math subscale areas except geometry (effect 

size = 0.06 standard deviations). The implementation effect was approximately 0.31 scale points 

and statistically significant at the 0.10 level for both eighth-grade informational and literary 

reading (effect size = 0.05 standard deviations). Table 8 also shows that there were generally no 

implementation effects on subscale skills for fourth-grade reading or math. The only exception 

was fourth-grade geometry, which had a negative and statistically significant coefficient.  

Implementation Effects by Pre-NCLB Accountability Status 

 Finally, we examined whether the impact of implementation stringency varied by states 

with and without pre-NCLB accountability plans. Prior evaluations of NCLB have relied on 

differential responses from states depending on whether they had accountability plans before 

2002 (Dee & Jacob, 2011). Table 9 summarizes the results of separate regressions for each grade 

and subject area. In addition to state and year fixed effects and time-varying covariates, these 

models include interaction terms that allow for differential implementation effects for states with 

and without pre-NCLB accountability policies. 

 Overall, we find that implementation effects for fourth- and eighth-grade math 

achievement were larger for states without pre-NCLB policies than for states with existing 

accountability rules. For these states, a one percent increase in implementation stringency 

resulted in a 0.02-point increase in eighth-grade math achievement. This means that during the 
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full pre-waiver period, the 38% increase in stringency lead to an increase of 0.62 points on the 

average eighth-grade math achievement score (effect size = 0.07 standard deviations). However, 

the implementation effect was smaller for states with pre-NCLB accountability policies. A one 

percent increase in accountability stringency in these states resulted in only a 0.01 point 

(0.01=0.02-0.01) increase in math or a 0.23 point (0.23=0.62-0.38) increase for the full pre-

waiver period (effect size = 0.03 standard deviations). This difference in effect, however, is not 

statistically significant.  

In looking at fourth-grade math achievement, while there is not much evidence of an 

implementation effect for states without pre-NCLB accountability policies, there is evidence of a 

difference in implementation effects for states with and without pre-NCLB accountability 

policies. That is, the implementation effect was 0.02 points lower in states with pre-NCLB 

policies than in states without accountability rules (p < 0.10). Thus, for states with pre-NCLB 

accountability stringency, the average percent change in implementation stringency reduced 

fourth-grade achievement scores by 0.34 scale points (0.34=0.22-0.56) (effect size = 0.05 

standard deviations).  

The pattern reverses itself for fourth- and eighth-grade reading achievement. There is 

little evidence that increased implementation stringency improved fourth- and eighth-grade 

reading achievement scores in states without pre-NCLB accountability policies. However, the 

difference in implementation stringency between states with and without pre-NCLB 

accountability policies is large enough (and statistically significant) to explain positive 

implementation effects observed for reading achievement. For example, for states with pre-

NCLB accountability policies, the average percent change in accountability stringency resulted 

in a 0.5-point gain in eighth-grade reading achievement (effect size = 0.08 standard deviations).  
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4. DISCUSSION 

 In reforming NCLB, Senator Lamar Alexander (R-Tennessee)—a co-author of ESSA—

urged governors to “return control to states and local school districts,” and “push back against 

any attempt by the federal government to shape education policy in the coming years” (Burnette, 

2016). Although ESSA continues to require that states hold schools accountable for student 

performance, the law allows states discretion over how schools are held accountable. ESSA 

expressly forbids the Education Secretary from pressuring states to adopt uniform performance 

standards, such as the Common Core. This means that while accountability systems remain the 

law of the land, the standards schools must meet will vary across states and school districts. 

 This study examines whether intensifying accountability pressures on schools improves 

student achievement. To address this question, we leveraged state variation in implementation 

stringency under NCLB to uncover the causal connection between increasing accountability 

standards and student performance. We found that during the NCLB pre-waiver period, 

increased accountability stringency resulted in small but statistically significant gains in eighth-

grade math achievement. This was equivalent to an almost half-scale point improvement on the 

NAEP (effect size = 0.05 standard deviations). Effects were largest for ELLs, SWDs, and 

Hispanic students, as well as for students at the lowest ends of the achievement distribution. In 

addition, the improvements were evident in all math subject areas, except for geometry.  

The results for eighth-grade reading outcomes were similar. Increased implementation 

stringency raised NAEP reading scores by 0.29 scale points (effect size = 0.04 standard 

deviations). Here too, the largest effects were for ELLs, SWDs, and Hispanic students, and for 
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students at the 10th percentile in the achievement distribution.  NCLB stringency did not seem to 

affect fourth-grade reading or math achievement.  

Policy Implications  

An important concern from critics of accountability reform is that as accountability 

pressure increases, schools focus on ensuring proficiency among a subset of at-risk students who 

score slightly below the proficiency standard. This effort might come at the expense of 

supporting average or higher achieving students. We found that while increased implementation 

stringency did help those students who were at greatest risk for low achievement in eighth-grade 

reading and math, there was not much evidence that that schools withdrew resources from higher 

performing students. In particular, there were no negative effects on eighth-grade reading and 

math achievement for students at the top half of the achievement distribution.  

It is striking that there were consistent effects for eighth-grade outcomes but not for 

fourth-grade outcomes. This suggests that implementation effects may be evident only when 

students have had sufficient time in school to be “exposed” to increased accountability 

stringency. Follow-up research should examine the impacts of implementation stringency on 

later student outcomes, such as graduation rates, high school dropout, and post-secondary 

attendance.  

Finally, there appears to be variation in effects by state policy contexts. Here we note that 

implementation effects on math achievement in particular were beneficial in states without 

previous accountability requirements. This result is consistent with prior evidence (Ottmar et al., 

2014) suggesting that while student literacy is determined by both in-school and out-of-school 

factors, math achievement best represents the quality of instruction that students experience in 

school. Thus, schools in states with no prior accountability plans may have had more 
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opportunities (or incentives) to adopt new instructional practices once accountability 

requirements increased. Similar gains were not observed in states with pre-existing 

accountability plans, perhaps because schools in these states had already adopted these 

instructional changes. Since we do not have an implementation measure for the pre-NCLB 

period, it remains unclear whether similar gains in math achievement were observed for states 

that adopted earlier accountability plans.  

Interpreting the Magnitude of the Implementation Effects  

NCLB was both costly to implement and politically unpopular. States spent more than 

$1.7 billion a year on standardized tests alone (Chingos, 2012), and as Wong et al. (2018) 

observed, just as accountability stringency was intensifying in most states (2007), public opinion 

of the education sector also became sharply more negative. Given that there were improvements 

in eighth-grade reading and math achievement, but not in fourth-grade achievement, how should 

we think about the magnitude of these effects in assessing their policy relevance?  

In terms of the absolute scale score of the NAEP, the relative size of these effects is 

small. Out of a 500-point scale, implementation effects over the pre-waiver period ranged from 

0.30 to 0.60 points. This is equivalent to 0.04 to 0.10 standard deviations in effect size units. 

Relative to introducing a new accountability plan, the benefits of increasing implementation 

stringency also appear minor. Dee and Jacob (2011) estimated effects of 8.21 scale points (effect 

size = 1.21 standard deviations) for fourth-grade math and 5.25 scale points (effect size = 0.59 

standard deviations) for eighth-grade math.11 This suggests that the impact of introducing a new 

                                                
11 Dee and Jacob reported effect sizes of 0.26 standard deviations for fourth-grade math and 0.14 
standard deviations for eighth-grade math. They standardized by the standard deviation of 
student outcomes prior to NCLB. Since these are state-level estimates, we divided by the 
standard deviation of NAEP achievement outcomes in 2003 (before implementation effects 
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accountability system was about 9 times larger for improving eighth-grade math achievement 

than for increasing accountability stringency over the pre-waiver period.  

Perhaps it is not surprising that relative to the overall NAEP scale itself, and the 

introduction of a new accountability system, implementation effects under NCLB were small. 

Does this mean that once an accountability system is in place, state policy-makers have no 

leverage to raise performance standards to increase student achievement? These results suggest 

that the ratcheting of test-based accountability pressures alone is not enough to sustain 

improvements in student achievement. Schools and teachers also need additional resources to 

improve instructional practice. It remains unclear how states will implement ESSA, but the 

federal law will likely not succeed if performance requirements are not accompanied by 

additional support for educators (Ladd, 2017).   

 

5. CONCLUSION 

 An important contribution of this study is that it introduces simulated failure rates as a 

measure of accountability stringency. We are not the first to use simulated instruments for 

studying policy implementations.12 However, this method has been underutilized in education 

evaluation settings and is well-suited for uncovering the connections between states’ adoption of 

accountability policies and state and student outcomes. This paper is a first step toward 

understanding how states, schools, and students responded to accountability pressures under 

NCLB. Further work is needed to provide policy-makers and education researchers with tools for 

                                                
would have taken place). We divided the Dee and Jacob effects by the standard deviations in our 
analysis, so the effects are comparable.  
12 See Currie and Gruber’s (1996) examination of Medicaid expansion and Gruber and Saez’s 
(2002) evaluation of the elasticity of taxable income.  
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describing and understanding the role that states have in determining schools’ and students’ 

experiences with accountability reform. 
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Table 1: Fidelity Coding of States AYP Rules 
High Coding 

Fidelity 
Partial Coding 

Fidelity 
Low Coding 

fidelity 

 
Adjusted AYP 

Rules 
Consequential growth 

models 
District of Columbia, 

Georgia, Idaho, Illinois, 
Indiana, Kansas, Louisiana, 

Maine, Maryland, 
Minnesota, Missouri, 

Montana, Nevada, New 
Jersey, New Mexico, North 

Dakota, Oregon, 
Pennsylvania, South 

Carolina, South Dakota, 
Texas, Utah, Virginia, West 

Virginia, Wisconsin 

Alabama, Alaska*, 
Arizona*, Arkansas*, 
California, Colorado, 

Connecticut, Delaware*, 
Florida*, Hawaii, Iowa*, 
Kentucky, Massachusetts, 

Michigan, Mississippi, 
Nebraska, New Hampshire, 
New York, North Carolina*, 

Oklahoma, Rhode Island, 
Tennessee*, Vermont, 
Washington, Wyoming 

Ohio 

25 25 1 
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Table 2: States’ Implementation of AYP Rules During NCLB Pre-Waiver Period 
  2003 2005 2007 2009 2011 

      
Actual School AYP Failure Rate 33.66 24.58 27.40 32.84 45.28 

 (17.53) (16.56) (16.16) (17.83) (21.62) 
      

AMO Thresholds      
Math Grade 4 43.13 51.03 56.40 65.24 74.27 

 (19.08) (17.33) (15.07) (12.68) (12.56) 
Math Grade 8 37.43 46.14 52.49 62.49 73.04 

 (18.38) (16.84) (15.64) (13.00) (12.20) 
ELA Grade 4 52.43 59.88 63.16 69.56 78.11 

 (18.07) (16.07) (14.55) (12.17) (10.33) 
ELA Grade 8 47.49 55.68 60.89 68.56 77.52 

 (16.68) (15.55) (14.72) (12.09) (10.19) 
      

NAEP Equivalent Thresholds      
Math Grade 4 219.93 226.22 224.18 222.64 222.64 

 (14.28) (13.20) (12.31) (12.03) (12.03) 
Math Grade 8 266.78 273.41 272.05 268.17 268.17 

 (17.30) (16.32) (13.72) (13.84) (13.84) 
Reading Grade 4 194.98 198.36 199.45 199.29 199.29 

 (15.27) (16.11) (14.42) (12.94) (12.94) 
Reading Grade 8 241.57 250.14 245.70 243.25 243.25 

 (18.06) (16.04) (13.80) (13.45) (13.45) 
      

Used Growth Models 0.00 0.00 0.12 0.16 0.16 
 (0.00) (0.00) (0.33) (0.37) (0.37) 

Min subgroup participation < 40 0.26 0.22 0.22 0.24 0.24 
 (0.44) (0.42) (0.42) (0.43) (0.43) 

Min subgroup participation = 40 0.42 0.52 0.56 0.58 0.58 
 (0.50) (0.50) (0.50) (0.50) (0.50) 

Min subgroup participation > 40 0.06 0.14 0.14 0.14 0.14 
 (0.24) (0.35) (0.35) (0.35) (0.35) 
      

Attendance as OAI 0.72 0.72 0.72 0.72 0.72 
 (0.45) (0.45) (0.45) (0.45) (0.45) 

Graduation as OAI 0.90 0.92 0.98 0.98 0.98 
 (0.30) (0.27) (0.14) (0.14) (0.14) 
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Exemption Rules      
Used Performance Indices 0.14 0.20 0.30 0.30 0.32 

 (0.35) (0.40) (0.46) (0.46) (0.47) 
Used MultiYear Average 0.18 0.32 0.38 0.38 0.38 

 (0.39) (0.47) (0.49) (0.49) (0.49) 
Used Confidence Intervals 0.66 0.94 0.94 0.94 0.94 

 (0.48) (0.24) (0.24) (0.24) (0.24) 
Used Safe Harbor 0.88 1.00 1.00 1.00 1.00 

 (0.33) (0.00) (0.00) (0.00) (0.00) 
Used Confidence Intervals for Safe Harbor 0.04 0.38 0.42 0.42 0.42 

 (0.20) (0.49) (0.50) (0.50) (0.50) 
States and District of Columbia 50 50 50 50 50 

 
Notes: Average annual state-level means and standard deviations (in parentheses) presented above. Ohio is omitted 
from analysis sample.  
Recreated from Table 3 in Wong et al. (2018).   
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Table 3: Regressions of AYP Rules on States’ Implementation Stringency 

  
Stringency  

Score 
AYP Requirements   

AMO Threshold (avg) 0.48** 
 (0.071) 
NAEP Equivalent Cutoff (avg) 0.59** 
 (0.14) 
Used Growth Models 8.07+ 
 (4.14) 
Min Subgroup Size (N = 40) -- 
 -- 
Min Subgroup size (N < 40) 8.05* 
 (3.05) 
Min Subgroup Size (N > 40) 0.48 
 (4.76) 
Attendance as OAI 8.15* 

 (3.26) 
Exemption Rules  

Used Performance Indices -8.58* 
 (3.22) 
Used MultiYear Averages 0.93 
 (2.74) 
Used Confidence Intervals -5.21 
 (3.53) 
Used Safe Harbor -1.26 
 (8.99) 
Used Confidence Intervals for -4.36 
Safe Harbor (2.90) 

+ < 0.10, * p <0.05, ** p<0.01 
 
Notes: Robust standard errors are presented in parentheses.  
Recreated from Table 4 in Wong et al. (2018)  
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Table 4: Impact of Accountability Stringency on Math and Reading NAEP Achievement Scores 
Panel A 4th Grade Math 8th Grade Math 
  1 2 3 4 5 6 7 8 
Simulated 

-0.0035 -0.0056 -0.0093+ -0.0092 0.0116* 0.0131** 0.0116+ 0.0191+ 
Failure Rate (logged) 
 (0.0048) (0.0054) (0.0054) (0.0063) (0.0049) (0.0038) (0.0067) (0.0077) 
Implementation Effect  
During Pre-Waiver Period -0.1127 -0.1804 -0.2995 -0.2963 0.3768 0.4252 0.3768 0.6184 

Panel B 4th Grade Reading 8th Grade Reading 
  9 10 11 12 13 14 15 16 
Simulated 

-0.0046 -0.0054 -0.0073 -0.0044 0.0086 0.0090+ 0.0158* 0.0256** 
Failure Rate (logged) 
 (0.0071) (0.0056) (0.0045) (0.0039) (0.0064) (0.0052) (0.0050) (0.0055) 
Implementation Effect  
During Pre-Waiver Period -0.1482 -0.1739 -0.2351 -0.1417 0.277 0.2899 0.5121 0.8278 

         
Model specifications for each column         
State FE x x x x x x x x 
Year FE x x x x x x x x 
Covariates  x x x  x x x 
State*Year   x    x  

Enrollment Weights     x     x x 
N Years 4 4 4  4 4 4  
N States 50 50 50  50 50 50  
N Observations 200 200 200   200 200 200   

+ p<0.10, * p<0.05, ** p < 0.01 
 
Notes: Treatment effects are estimated for 2005, 2007, 2009, and 2011 NAEP achievement outcomes.  
49 states and the District of Columbia are included in the analysis sample. Ohio is omitted from the analysis.  
Depending on the model specification, the Simulated Failure Rate coefficient is estimated by separate regressions of NAEP achievement scores on simulated 
failure rates, state and year fixed effects, time-varying covariates, and interaction terms of state and year fixed effects.  
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Coefficient values for Models 4, 8, 12, and 16 are estimated using weighted least squares with public school student enrollment weights. These models control 
for state and year fixed effects, and time-varying covariates.   
Coefficient values for Actual Failure Rate, Simulated Failure Rates, and standard errors have been multiplied by ln(1.01) to reflect the change in NAEP scale 
score related to a 1% change in the failure rate.  
The “implementation effect during pre-waiver period” is the difference in NAEP scale scores that is the result of the average percent change in simulated failure 
rates from 2003 to 2011 (38%). This was calculated by () × ln	(1.38).  
Standard errors are clustered at the state level and shown in parentheses.   
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Table 5: Estimated Effects of Simulated Failure Rates on Alternative State Outcomes 

Alternative State 
Outcomes 

Mean  
2002 

Standard 
Deviation  

2002 

Simulated Failure 
Rate 

(Implementation 
Period) 

Standard 
Error 

Effect size 
difference 

(Cohen’s D) 
State Population Characteristics 

State population  5,587,026 6,438,277 -8,059 20,725 0.00 
Unemployment 
Rate 5.64 1.06 0.01 0.06 0.01 
Poverty Rate 11.79 3.23 0.02 0.06 0.00 
Governor's 
Affiliation 
(Republican) 0.58 0.50 0.01 0.01 0.01 
% with Bachelor’s 
Degree 26.53 5.54 0.16* 0.06 0.03 

Student Characteristics 
Total Population 
of Students 916,679 1,102,915 -968.99 2,996 0.00 
% Hispanic 
Students 10.53 11.91 -0.10 0.06 -0.01 
% Black Students 15.79 16.55 -0.03 0.06 0.00 
% White Students 66.83 19.83 0.06 0.10 0.00 
% of Students on 
FRPL 29.17 11.35 -0.03 0.19 0.00 

State Education Policies 
Pupil Teacher 
Ratio 15.52 2.34 -0.02 0.03 -0.01 
Expenditure Per 
Student 7,736 1,698 37.72 69.89 0.02 

NAEP Exclusion Restrictions 
4th Grade Math 3.34 1.36 -0.06 0.06 -0.05 
8th Grade Math 3.34 1.72 -0.06 0.13 -0.04 
4th Grade 
Reading 5.84 2.21 0.06 0.13 0.03 
8th Grade 
Reading 4.94 2.21 -0.19+ 0.13 -0.09 

+ p<0.10, * p<0.05, ** p < 0.01 
Notes: Each row was estimated using separate regressions of the covariate on state simulated AYP failure rates, and 
state and year fixed effects. Coefficients have been multiplied by ln(1.38) to reflect the metric of the dependent 
variable for the implementation period.  
Cohen’s D was calculated by dividing the Simulated Failure Rate for the implementation period by the standard 
deviation in 2002.  
Standard errors are clustered at the state level and shown in parentheses.    
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Table 6: Impact of Accountability Stringency on Different Subgroups 
Panel A 4th Grade Math 

 White  Black Hispanic ELL SWD FRPL 
Simulated Failure Rate (logged) -0.005 -0.020 -0.012 -0.019 -0.016+ -0.003 

 (0.006) (0.010) (0.012) (0.020) (0.008) (0.006) 
Implementation Effect During 
Pre-waiver Period -0.174 -0.631 -0.393 -0.606 -0.506 -0.090 

       
Panel B 8th Grade Math 

 White  Black Hispanic ELL SWD FRPL 
Simulated Failure Rate (logged) 0.010* 0.014 0.025+ 0.046 0.028* 0.014* 

 (0.004) (0.010) (0.014) (0.033) (0.014) (0.006) 
Implementation Effect During 
Pre-waiver Period 0.329 0.438 0.802 1.488 0.908 0.438 

       
Panel C 4th Grade Reading 

 White  Black Hispanic ELL SWD FRPL 
Simulated Failure Rate (logged) -0.003 -0.012 0.002 0.002 -0.006 -0.001 

 (0.005) (0.017) (0.014) (0.022) (0.013) (0.010) 
Implementation Effect During 
Pre-waiver Period -0.084 -0.396 0.081 0.074 -0.187 -0.039 

       
Panel D 8th Grade Reading 

 White  Black Hispanic ELL SWD FRPL 
Simulated Failure Rate (logged) 0.005 -0.003 0.021 0.033 0.028* 0.011 

 (0.005) (0.017) (0.017) (0.033) (0.011) (0.010) 
Implementation Effect During 
Pre-waiver Period 0.177 -0.084 0.696 1.056 0.905 0.367 
              

+ p<0.10, * p<0.05, ** p < 0.01 
 
Notes: Treatment effects are estimated for 2005, 2007, 2009, and 2011 NAEP achievement outcomes.  
49 states and the District of Columbia are included in the analysis sample. Ohio is omitted from the analysis. 
The Simulated Failure Rate coefficient was estimated by separate regressions of the NAEP achievement scores (for 
each subgroup) on simulated failure rates, state and year fixed effects, and a vector of time-varying covariates.   
Coefficient values for Simulated Failure Rates (logged) and standard errors have been multiplied by ln(1.01) to 
reflect the change in NAEP scale score related to a 1% change in the failure rate.  
The “implementation effect during pre-waiver period” is the difference in NAEP scale scores that is the result of the 
overall percent change in simulated failure rates from 2003 to 2011 (38%). This was calculated by *+ × ln	(1.38).  
Standard errors are clustered at the state level and shown in parentheses.   
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Table 7: Impact of Accountability Stringency by Percentile Groups 
Panel A 4th Grade Math 

 10th  25th  50th 75th 90th  
Simulated Failure Rate 
(logged) -0.008 -0.006 -0.003 -0.004 -0.004 

 (0.006) (0.006) (0.006) (0.006) (0.007) 
Implementation Effect 
During Pre-waiver Period -0.271 -0.196 -0.100 -0.132 -0.145 

      
Panel B 8th Grade Math 

 10th  25th  50th 75th 90th  
Simulated Failure Rate 
(logged) 0.024*** 0.015** 0.011* 0.011* 0.010+ 

 (0.007) (0.005) (0.004) (0.004) (0.005) 
Implementation Effect 
During Pre-waiver Period 0.779 0.496 0.345 0.351 0.312 

      
Panel C 4th Grade Reading 

 10th  25th  50th 75th 90th  
Simulated Failure Rate 
(logged) -0.006 -0.009 -0.005 -0.006 -0.009 

 (0.009) (0.007) (0.006) (0.005) (0.006) 
Implementation Effect 
During Pre-waiver Period -0.196 -0.277 -0.167 -0.190 -0.277 

      
Panel D 8th Grade Reading 

 10th  25th  50th 75th 90th  
Simulated Failure Rate 
(logged) 0.017* 0.010+ 0.007 0.004 0.006 

 (0.007) (0.006) (0.005) (0.006) (0.006) 
Implementation Effect 
During Pre-waiver Period 0.554 0.312 0.222 0.145 0.180 
            

+ p<0.10, * p<0.05, ** p < 0.01 
 
Notes: Treatment effects are estimated for 2005, 2007, 2009, and 2011 NAEP achievement outcomes.  
49 states and the District of Columbia are included in the analysis sample. Ohio is omitted from the analysis. 
The Simulated Failure Rate coefficient was estimated by separate regressions of the NAEP achievement scores (for 
each percentile group) on simulated failure rates, state and year fixed effects, and a vector of time-varying 
covariates.   
Coefficient values for Simulated Failure Rates (logged) and standard errors have been multiplied by ln(1.01) to 
reflect the change in NAEP scale score related to a 1% change in the failure rate.  
The “implementation effect during pre-waiver period” is the difference in NAEP scale scores that is the result of the 
overall percent change in simulated failure rates from 2003 to 2011 (38%). This was calculated by *+ × ln	(1.38).  
Standard errors are clustered at the state level and shown in parentheses. 
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Table 8: Impact of Accountability Stringency on Math and Reading Subscales 
Panel A 4th Grade Math 

 Algebra Geometry Measurement 
Math 

Operations Statistics 
Simulated Failure Rate 
(logged) -0.006 -0.013** -0.004 -0.002 -0.002 

 (0.005) (0.005) (0.005) (0.007) (0.007) 
Implementation Effect During 
 Pre-waiver Period -0.190 -0.432 -0.135 -0.064 -0.071 

      
Panel B 8th Grade Math 

 Algebra Geometry Measurement 
Math  

Operations Statistics 
Simulated Failure Rate 
(logged) 0.016** 0.005 0.016* 0.015*** 0.018*** 

 (0.005) (0.005) (0.007) (0.004) (0.005) 
Implementation Effect During  
Pre-waiver Period 0.506 0.164 0.525 0.470 0.580 

      
Panel C 4th Grade Reading 

 
Reading 

Information 
Reading 
Literacy   

Simulated Failure Rate 
(logged) -0.005 -0.007    

 (0.006) (0.007)    
Implementation Effect During  
Pre-waiver Period -0.177 -0.213    

      
Panel D 8th Grade Reading 

 
Reading 

Information 
Reading  
Literacy   

Simulated Failure Rate 
(logged) 0.010+ 0.010+    

 (0.005) (0.005)    
Implementation Effect During  
Pre-waiver Period 0.309 0.312    
            
 + p<0.10, * p<0.05, ** p < 0.01, *** p < 0.001 
 
Notes: Treatment effects are estimated for 2005, 2007, 2009, and 2011 NAEP achievement outcomes.  
49 states and the District of Columbia are included in the analysis sample. Ohio is omitted from the analysis. 
The Simulated Failure Rate coefficient was estimated by separate regressions of the NAEP achievement scores (for 
each subscale) on simulated failure rates, state and year fixed effects, and a vector of time-varying covariates.   
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Coefficient values for Simulated Failure Rates (logged) and standard errors have been multiplied by ln(1.01) to 
reflect the change in NAEP scale score related to a 1% change in the failure rate.  
The “implementation effect during pre-waiver period” is the difference in NAEP scale scores that is the result of the 
overall percent change in simulated failure rates from 2003 to 2011 (38%). This was calculated by  *+ × ln	(1.38).  
Standard errors are clustered at the state level and shown in parentheses. 
 
 
 
Table 9: Accountability Stringency by Pre-NCLB Accountability Plans 
  Math Reading 

 4th Grade 8th Grade 4th Grade 8th Grade 
     

Simulated Failure Rate 0.007 0.019** -0.010 0.000 
 (0.007) (0.007) (0.007) (0.007) 

Implementation Effect 
During Pre-waiver Period 

 
0.222 

 
0.615 

 
-0.338 

 
0.005 

     
Pre-NCLB accountability  
x Simulated Failure Rate 

-0.017+ -0.012 0.017+ 0.016+ 
(0.009) (0.010) (0.009) (0.009) 

 
Implementation Effect 
During Pre-waiver Period 

 
 

-0.560 

 
 

-0.383 

 
 

0.557 

 
 

0.502 
     

+ p<0.10, * p<0.05, ** p < 0.01, *** p < 0.001 
 
Notes: Treatment effects are estimated for 2005, 2007, 2009, and 2011 NAEP achievement outcomes.  
49 states and the District of Columbia are included in the analysis sample. Ohio is omitted from the analysis. 
The Simulated Failure Rate coefficient was estimated by separate regressions of the NAEP achievement scores (for 
each subgroup) on simulated failure rates, an interaction term for simulated failure rates and pre-NCLB 
accountability status, state and year fixed effects, and a vector of time-varying covariates.   
Coefficient values for Simulated Failure Rates (logged) and standard errors have been multiplied by ln(1.01) to 
reflect the change in NAEP scale score related to a 1% change in the failure rate.  
The “implementation effect during pre-waiver period” is the difference in NAEP scale scores that is the result of the 
overall percent change in simulated failure rates from 2003 to 2011 (38%). This was calculated by  *+ × ln(1.38). 
Standard errors are clustered at the state level and shown in parentheses.  
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Figure 1: Predicted AYP Failure Rates vs Actual AYP Failure Rates 
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Figure 2: Accountability Stringency, AYP Failure Rates, and NAEP Achievement Trends  
(2003-2011) 
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Figure 3: Differential Treatment Effects by Time Period 
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Appendix A 

Table A1: States’ Simulated Failure Rates and Average NAEP Achievement Scores 
  2003 2005 2007 2009 2011 
Implementation Stringency      

Simulated Failure Rate 39.53 41.61 40.66 44.87 54.72 
 (18.46) (16.35) (16.40) (16.57) (17.15) 

Average NAEP Performance      
Grade 4 Math 233.80 236.95 239.04 239.43 240.40 

 (6.81) (6.73) (6.80) (6.44) (5.87) 
Grade 8 Math 276.65 277.64 280.53 282.35 283.38 

 (8.83) (8.62) (8.78) (8.62) (7.74) 
Grade 4 Reading 217.32 218.03 220.25 220.12 220.10 

 (7.68) (7.53) (7.10) (6.71) (6.80) 
Grade 8 Reading 262.32 261.51 261.96 263.14 264.60 

  (6.77) (7.11) (6.91) (6.63) (6.52) 
States  50 50 50 50 50 
 
Notes: The table presents average annual state level means and standard deviations (in 
parentheses). Ohio is omitted from analysis sample.  
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